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ABSTRACT

Existing research studies on home automation systems mostly conserve energy by modeling the occupancy of
users within home. Some others apply statistical approaches on the survey data about usage of appliances.
Consequently, these research works either reduce wastage of electricity through automation or achieve energy
efficiency based on appliances’ usage estimations. However, they do not provide energy consumption modeling
which is human comfort centric and also validated through practical implementation in real-world smart
homes. We present a Markov-chain-based probabilistic model to obtain users stochastic activity patterns
which are used to forecast the energy consumption in a smart home environment. These predictions are
then leveraged by our novel comfort aware energy saving mechanism named as prediction- and feedback-based
proactive energy conservation (PF-PEC) algorithm. The PF-PEC algorithm reduces the total energy consumption
while ensuring standard human comfort. Furthermore, a fog-based Internet of Things (IoT) architecture is
implemented and deployed in a smart home to efficiently incorporate the proposed algorithm in real-world
scenarios. Experimental results show up to 36% energy conservation, marking substantial reduction in daily

electricity usage.

1. Introduction

In the last decade, the proliferation of smart devices has remark-
ably improved and reshaped the lifestyles of their users [1]. A home
automation system (HAS) introduces smartness and intelligence within
home appliances to automate various household operations. The pri-
mal objective is to reduce the tiresome decision-making process thus
making the user’s life hassle-free and providing them with flexibility
of control [2]. An Internet of Things (IoT) enabled smart home is a
smart place where the appliances are connected to the Internet so
that every appliance is identifiable, accessible and thus controllable
across the globe [3]. IoT takes the conventional HAS systems to next
step, to improve the services of various sub-systems and expand their
outreach. The appliances are controlled based on the user activity
patterns, user preferences, and/or according to the changes in dynamic
environmental conditions. Major benefits include more rational use of
energy and other resources which in turn results in superior energy
management as well as significant time and cost savings [4].

Particularly, the energy management of smart homes has been a
focus of the research community in recent years [5]. For instance, the

significance of optimizing demand side management is discussed in [6,
7]. Several research works leverage different statistical approaches to
determine user activity patterns [8-10]. Some others have conducted
user surveys to obtain energy demand and to predict energy con-
sumption of households operations [11,12]. However, these energy
management techniques are error-prone as they rely upon appliances
data acquired through user surveys. They may under-perform when ap-
pliances’ usage routines are changed due to variations in environment
over a period of time.

Similarly, state-of-the-art Markov-chain-based solutions determine
user state probabilities to compute user activity states and their result-
ing impact on energy demand [13-15]. However, one of the limitations
in these approaches is that they do not consider the shared nature of
appliances’ usage for estimating the user activities and corresponding
states. In other words, the proposed models in these research works do
not determine the cumulative users’ activity patterns. Research papers
on computing household activities and predicting energy consumption
also exist in literature [16,17]. In fact, many state-of the-art predictive
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algorithms investigated for smart homes are described in [18]. Never-
theless, the results obtained from these algorithms and prior works in
this research area are not experimentally validated in real-world smart
home environments.

In our research, a novel fog-based IoT-enabled HAS system is de-
signed and implemented to take practical results in real-world sce-
narios. Therein, user surveys only serve as an initial knowledge to
the system, which will be then updated by providing a continuous
feedback about the real-time data reported from the appliances them-
selves. Hence, compared to traditional prediction based algorithms that
use user surveys, real-time appliances data usage will provide better
estimates of energy consumption. To the best of our knowledge, there
exists no comprehensive work on IoT-enabled smart homes that gives
thorough explanation of getting user activity patterns, and computes
state transition probabilities along with stochastic state probabilities
in order to estimate energy consumption; and in a further step, that
applies optimization algorithm on the predicted energy consumption to
reduce electricity usage in smart homes while ensuring user comfort.

This paper proposes a Markov-chain-based stochastic model to cal-
culate user state transition probabilities which are then used to predict
the energy demand in next few time slots. Initially, user daily life
routines are acquired by conducting a survey. The survey is designed
in a way to simplify the mapping of user data to four activity states
which include absent, sleep, active and hyper-active state. The obtained
data is then processed to calculate user state transition probabilities.
These probabilities are provided as an input to the Markov chain model
which gives user state probabilities in specified time slots. In this
respect, we estimate power consumption ranges against user state prob-
abilities that are updated later by real-time appliance usage through
feedback mechanism. Experimental results are taken to validate that
the actual energy consumption mostly stays within the range of max-
imum probability predicted from the model. Further, a prediction- and
feedback-based proactive energy conservation (PF-PEC) algorithm is pre-
sented to minimize electricity cost by optimizing the operation of
smart home appliances. To incorporate the proposed algorithms in
real-world scenarios, a fog-based IoT architecture for smart homes is
implemented and deployed which provides appliances control and local
data processing closer to end-users. Finally, performance evaluation of
proposed algorithms is conducted exhibiting significant reduction in
the energy consumption of a smart home. Below, we summarize our
contributions.

» We present novel algorithms that exploit human occupancy pat-
terns for energy conservation in smart homes while ensuring
human comfort.

We present details of our general-purpose fog-based IoT architec-
ture for smart homes discussing its functionalities and characteris-
tics. We create a real-world testbed by implementing the proposed
architecture in a real-world smart home system.

We implement and deploy the proposed algorithms in our real-
world testbed and conduct a detailed experimental study. The
results demonstrate that our algorithms provide significant im-
provement compared to the existing algorithms in terms of smart
home energy efficiency without compromising human comfort.

The rest of the paper is organized as follows. Related work is discussed
in Section 2. Section 3 presents the details of our stochastic model
and an algorithm that estimates the energy consumption in future
timestamps. In Section 4, we introduce the proposed PF-PEC algorithm
for energy conservation in smart homes. We present our fog-based
IoT architecture for smart homes and the details of real-world testbed
in Section 5. Section 6 presents the experimental evaluations and
Section 7 concludes the paper.
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2. Related work
2.1. Markov chain for energy optimization

Markov chain is a stochastic model in which the probability of each
event in a sequence depends only on the state attained in the previous
event [19]. We provide more details of Markov chain in Section 3.1
where we discuss how we apply Markov chain to obtain the user state
probabilities for our work. Several research studies propose proba-
bilistic methods to model user behaviors [8-10,20]. Authors in [8]
established the user occupancy from sensors deployed in smart build-
ings. They proposed a Markov model to forecast the user occupancy.
The model outperforms the existing techniques based on probability
sampling, support vector regression and artificial neural networks for
predicting short term user occupancy. A preliminary version of our
work is presented in [21] that leverages Markov chain for energy con-
sumption optimization. A building energy consumption model based on
stochastic Markov models is proposed in [9]. Similarly, authors in [10]
presented a four-state user occupancy model. They applied first order
Markov chain on user activity data and presented significance of their
method through correlation of occupancy states in multiple occupied
dwellings. Similarly, a stochastic model of household activity patterns
is presented in [20]. It investigates the empirical activity data and
explores patterns in form of stochastic process with memory of variable
length.

A Markov chain model is proposed in [22] to manage the power
consumption prediction to prevent overload usage of electricity. It
is a 3 state model including normal, critical and emergency states of
the load. The predicted states are then utilized in a smart residential
load management system. A Hidden Markov Model based algorithm is
proposed in [23] to predict energy consumption in Korean residential
buildings using data collected through smart meters. The model is
validated on four buildings. The results show better root mean square
error as compared to Artificial Neural Networks (ANN), Support Vector
Machines (SVM) and Classification and Regression Tree (CART). The
above stated models although incorporate various factors which may
directly or indirectly influence the energy consumption, but they do
not provide the real world applications of their work in the context of
energy conservation.

2.2. Smart home energy management

A smart home energy management solution is proposed in [24]. It
considers a detailed set of attributes related to energy management in
a smart home. These attributes are then linked to each other by mean-
ingful and useful relationships. A fuzzy logic based smart home energy
management is proposed in [25]. It classifies appliances based on their
energy consumption patterns. In this respect, a fuzzy logic is then
proposed to operate different classes of appliances. A bat algorithm
(BA) based solution with exponential inertia weight is proposed in [26]
to save energy in a smart home without deteriorating the user comfort.
Temperature, illumination, and indoor air quality are considered to
account for the user comfort. The proposed approach shows positive
results due to improved convergence behavior.

A research study in [12] proposed an algorithm which manages
household loads according to their predefined priorities and guarantees
the total power consumption below certain levels. Another research
in [14] identified several factors related to climate that can influence
the energy utilization of a building and analyzed their contribution
in energy consumption. A multi-agent model is proposed in [15] for
simulating human activities for achieving energy efficiency. Authors
in [16] developed a novel household resource allocation model which
incorporates multiple interactions (such as interaction between time of
use and energy consumption, the intra household interaction) based on
multi-linear utility functions. They endogenously represented zero con-
sumption for both time and energy within the group decision-making
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modeling framework. Likewise, a statistical method is presented in [17]
for modeling the behavior of home occupants to estimate residential
energy consumption. A behavioral artificial neural network model is
proposed in [27] for simulating energy consumption in smart dwellings.
A methodological framework is presented in [28] for validation of
domestic lightening model. The metrics affecting lightening behavior
are identified and lightening model according to different scenarios
are statistically evaluated. However, these models do not consider and
predict overall energy consumption of a home as they focus on limited
factors such as users’ occupancy and/or lightening demand within a
home.

2.3. Feedback mechanism and new approaches for energy optimization

The research in [29] highlights the importance of information feed-
back for households’ daily activities to improve the accuracy of en-
ergy consumption computations. This method gives direct feedback
to households and the information is relevant since it emanates from
their own reported activities. Authors in [30] investigated the complex-
ity of existing models for occupancy behavior. Some of the concepts
presented in these papers [29,30] are leveraged in our model such
as the application of feedback to the system. Several models specific
to certain cultures and geography are also available in literature. For
example, in [11], a tool for predicting the total energy consumption and
associated greenhouse gas (GHG) emissions of Australian households
is developed. It integrates the thermal efficiency of building envelope,
installed equipment, and different occupancy profiles with energy end-
use modules for space and water heating, cooling, lighting, and plug-in
appliances. However, these research works deal with specific use cases
and are not generic enough to the energy demand of every geographical
region. Nowadays, homes typically have multiple power sources such as
solar, battery bank, and grid [31]. Due to COVID-19, daily routines of
people have changed and they spend more time at home. So, domestic
energy consumption has increased significantly. In this respect, a list of
new approaches towards energy management is provided in [32].

2.4. Fog-based architectures and human-comfort-based energy optimization

Many fog-based and federated-learning-based architectures have
been proposed and utilized in many applications in the past few years
due to the increasing interest in fog and edge computing [33-37]. A
novel four-tier architecture for load optimization in fog environments is
proposed in [38]. A fog computing structure is proposed for tier-3. The
proposed architecture helps in reducing fog node failures. A machine
learning classifier is proposed in [39] to reduce the energy and latency
at the fog nodes. It investigates the performance of different machine
learning classifiers on a fog node. An energy consumption model is
then proposed for the fog nodes. In [36], a fog platform termed as
EHOPES is proposed which comprises different hardware and software
capabilities. Therein, authors investigated the network requirements of
various smart living applications of IoT and presented the performance
of their proposed platform in terms of latency and throughput. The
simulation results reported in [36] showed considerable improvement
in reducing the latency. However, our proposed fog based architecture
achieves better latency results in comparison to EHOPES fog plat-
form. A context-aware energy saving algorithm (namely M-CHESS) is
proposed in [37] which reduces energy consumption in smart home
environment considering human comfort constraints. Our proposed
solution human-centric as it also considers human comfort constraints
as per ANSI/ASHRAE standard while improving energy conservation.
Another design approach to operate HVAC in a smart home envi-
ronment is proposed in [40]. It also considers the human comfort
threshold in energy consumption management. It combines the values
of humidity and temperature to define comfort zones. We compare our
PF-PEC algorithm performance with that of E-HOPES and M-CHESS
algorithms in performance evaluation Section.

Sustainable Computing: Informatics and Systems 39 (2023) 100898
3. Probabilistic model

We propose a Markov-Chain-based stochastic model which gives
probabilities of user activities in a smart home. Moreover, the proposed
model results in probabilities of consuming certain amount of power in
specified time slots. This probability versus wattage dataset will then
be used to propose an algorithm to minimize the cost of electricity con-
sidering different electricity tariffs. The user activities are categorized
into four different states. These states are named as absent, sleep, active
and hyper-active. A user can only be in one state at a given time. The
description of these user activity states is given in Table 1. User states
are defined in such a manner that each and every appliance to be used
at home is covered.

3.1. Computing user states probabilities

Initially, we conduct a survey to receive user activity patterns
throughout the day. This survey acquires information about the number
of shared and personal appliances at home. It serves as an initial
knowledge to the model and is used to calculate user activities in
specified time slots. These activity patterns constitute a state transition
matrix of a single user. It is important to mention that the user activ-
ities will be continuously updated using feedback mechanism by our
proposed algorithm. In the next step, Markov chain is applied on the
state transition matrix to compute stochastic user state probabilities.
Every user has its own state probability matrix as there is a separate
Markov process for each user. The user activity states are taken as the
Markov states. The Markov set of states are: {5, : 0 < n < 3} where 0
means absent; 1 represents sleep state; 2 is active; and 3 is hyper-active
state. Whereas, 8, represents the nth state. Let N, ; denote the number
of transitions from ith state to jth which is obtained from the survey
of activity patterns of each user. Probability of transiting to jth state
from ith state is denoted as P, ; and is computed as:
= gN# 6))

Zi=o Nik

Note that P;; > 0 and, for every state i,

P

P,=1 2

™

0

J

The following 4 x 4 Markov state transition matrix is obtained from
user activity patterns:

Boo  FPou Ro  Po3
Py Py Py P
PPy Py Py Py

Py Py Py Py

where each row in T represents transition probability of transiting
from one particular state to the other states. Fig. 1 shows the state
diagram representing these activity states. It is clear from the diagram
that each state is accessible from itself and all other states. Hereafter,
unless clear from context, we use T\ to denote the transition matrix for
a particular user u. We use Py(#) to denote the probability that a user u
is in state n at time ¢t where n is between 0 and 3. The state probability
matrix of a user s*(r) at time ¢ can then be obtained by using its state
probability matrix at the previous time 7 — 1 and its transition matrix
T

s(1) = [PL(1)

The initial state matrix (at time 0) of a user u can be obtained
using its known state at time 0, e.g., if a user is in state 1 at t = 0
then the initial state vector is s*(0) = [0 1 0 O0]. Let U be the
set of all users living in a home. The sample space is a set of all
possible outcomes (represented by U,) for all users U living in home,
i.e. Sample Space = (U,)V. The possible outcomes are the combinations

PUt) PUr) PUO] ="t —1)XT" @)
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Table 1
Description of user activities.
States Description
Absent A user is in absent state, when he/she is outside the home.
Sleep When a user is present in the house but not engaged in any activity. Power consumed due to
his/her presence only comprises of cooling and heating of environment in corresponding room.
Active When a user is using his/her personal gadgets and appliances, i.e. computer, video-gaming,

chargers, etc. These appliances are other than the cooling or heating appliances.

Hyper-active

When a user is utilizing one of the shared appliances at home. Shared appliances are the ones

which are in-use of every person at home, i.e. water pump, electric geyser, electric hearth,

washing machine, etc. These appliances also do not include heating or cooling appliances.

" Hyper
*_ Active 4
=0 5 -‘.:a._,/P

33

Fig. 1. User activities state diagram.

of different user activity states. Thus, an increase in number of users
increases the sample space essentially. Power consumption depends on
the activity states of the users in the house, e.g., if all users are absent,
the power consumption is low. Several combinations may correspond to
approximately same power consumption and considering all outcomes
in the model will be redundant. Therefore, potential outcomes are
identified and only their combinations are considered. For instance,
one potential outcome is all users are in absent state; another possible
outcome is at least one user is in hyperactive state, and so on. In essence,
only those outcome combinations are selected that correspond to fairly
different power consumption. Hence, our first outcome combination
is all users in absent state. Reason to consider this combination in the
model is because in most cases, it corresponds to minimum power
consumption range in the house. Next, we consider several possible
combinations of activity states of the users living in the house and show
how to calculate their probabilities.

All users are absent. If all of the users are in state 0 (i.e., absent), the
power consumption will be the lowest. The Markov state probability
matrix in Eq. (3) is specific to one user. The activity states of all users
are independent of each other. Therefore, to compute the probability
of more than one user in a particular state, we simply need to find their
joint probability i.e. probability that two users u and v are both in state
0 at rth time slot is P(‘)‘(t).POU(t). Probability of all users in absent state
at time ¢ can is obtained as:

Pall—absem = H Pg(t) (4)
uelU
All users are sleeping. If the users are present in home but are sleeping
(i.e., in state 1), the power consumption will still be low but higher than
when all users are absent. The probability that all users are sleeping at
time ¢ can be obtained as

Pullfasleep = H P]“(t) (5)

uel

At least one user is hyper-active. The power consumption will be quite
high when at least one user is hyper-active because, as noted in Table 1,
the user will be using the shared appliances (which are usually the
high load appliances) in the home. Now, we show how to compute the
probability that at least one user is in state 3, the hyper-active state.
The probability that a user u is not in hyper-active state at time 7 is
(1 — P{(1)). The probability that all user are in non-hyper-active state
can be computed as [],c, (1 - PS“(I)). Thus, the probability that at least
one user is in hyper-active state can be obtained as

Pl+hyperacrive =1- H(l - P";l(t)) (6)
uelU
At least one user is active. When at least one user is active (i.e., state
2), the power consumption will be lower than the case when at least one
user is hyper-active but will be higher than when all users are asleep
or absent. Similar to Eq. (6), the probability that at least one user is
active can be computed as

Piigerive = 1= [ [ - PY@) @
uelU

Equations (4) to (7) provide the probabilities of different impor-
tant combinations of user states that can be used to estimate energy
consumption level. Hence, the principle defined for grouping of user
activities into states and state probability data set along with current
state of appliances (provided by feedback mechanism) help to estimate
probability of consuming a certain amount of energy at a particular
time slot. This data set is converted into a table as shown in Table 3a
and Table 3b. These tables are specific to a use case described in
Section 6. The values in these tables represent different probabilities
of all users cumulatively consuming a certain power. Next, we present
an algorithm that uses these probabilities to estimate probability of
consuming high power at a certain timeslot.
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Algorithm 1 : Energy Consumption Modeling Algorithm

Input: User Activity Patterns

Output: P, the probability of power consumption

1: Update T for every user > where T!= Activity Pattern

2: Compute T for every user > where T"= State Transition Matrix for user
u

3: while r € z do > where ¢ = peak hours duration
4: for each user  in U do

5: () = st = DX T > Eq. (3)
6: end for

7: Put—apsen = Tuew Py > Eq. (4)
8 Pui—asteey = uev PO > Eq. (5)
9 Prgperaciive = 1 = [Liey(1 = P{(®) > Eq. (6)
10: Prgaive = 1= [liew 1 = PY(®) > Eq. (7)

11: r++

12: end while

13: Compute average probability of each combination over all timeslots
considering the probabilities computed in lines 7-10

14: Using the average probabilities, estimate the probability of power
consumption P, at each level

15: return P,

3.2. Energy consumption modeling algorithm

In this section, we present our energy consumption modeling al-
gorithm (see Algorithm 1) which leverages the model proposed in
Section 3.1. The algorithm employs the probabilities computed in
Egs. (4)-(7) to estimate the energy consumption. This estimated con-
sumption can then be used to operate appliances in an optimal way
to save energy. The probabilities are only computed for peak load
hours during which the electricity is relatively costly. Afterwards, the
estimated probabilities of high power consumption are fed to another
algorithm (Algorithm 2 to be presented in Section 4) which controls
the operation of appliances. Next, we present the details of Algorithm
1.

Algorithm 1 takes the user state transitions as an input and returns
the probability of power consumption at future timestamps. Specifi-
cally, given different ranges of power consumption (e.g., low, medium,
high), the algorithm returns, for each range, the probability that the
power consumption in future timeslots will be within this range. Firstly,
the algorithm takes user activity pattern of each user « (denoted by T))
and computes the state transition matrix of the user (denoted as ). It
is worth mentioning that the feedback from Algorithm 2 continuously
updates the vector TY for each user (line 1) to take into consideration
any update in the user activity pattern, thus, 7} is recomputed for every
user accordingly (line 2). Then, the algorithm iterates through each
time slot 7 in the desired duration for which energy consumption needs
to be predicted (line 3). In our implementation, we use the algorithm
to estimate energy consumption only during the peak hours 7. In each
iteration, the algorithm first updates the user state probability matrix
s¥(r) for each user u using Eq. (3) (line 5). Then, the state probability
matrices of the users are used to compute the probabilities of different
combinations using Egs. (4)—(7) as described earlier (lines 7 to 10). In
each iteration, for each ¢, these probabilities are computed and stored
in an array to be used when the while loop terminates. Specifically,
the algorithm uses the stored probabilities for each 7 and computes the
average probability of each combination over all timestamps (line 13).
Based on these probabilities, the algorithm then estimates the proba-
bility of power consumption at each level P, (line 14). For example,
if Py hyperacrive 18 quite high for each timeslot ¢ (there is at least one
hyperactive user), then the algorithm will return a high probability
of the power consumption to be within the high range. Finally, the
algorithm returns P, which is to be used by Algorithm 2 presented in
the next section.

Tables 3a and 3b in Section 6 show the output of Algorithm 1 when
deployed in our real-world testbed. This data can be used in predicting
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Table 2
ANSI/ASHRAE Standard factors for thermal comfort.
Factors Description

Metabolic rate (met)
Clothing insulation (clo)

The energy generated from human body
The amount of thermal insulation

person is wearing

The weighted average of all temperatures
from surfaces surrounding an occupant
Rate of air movement given distance over
time

Percentage of water vapor in the air

Radiant temperature
Air velocity

Relative humidity

the user behavior and power consumption of a smart home in near
future. Next, we present a novel algorithm which uses the output of
Algorithm 1 to reduce electricity cost while ensuring appropriate user
comfort.

4. Prediction and feedback based proactive energy management
algorithm

In this Section, we present our PF-PEC algorithm that ensures
reduction of appliances over-usage in a smart home during peak load
hours, i.e., when electricity cost is typically higher than the normal
rates. Considering an appliance activity is schedulable, the proposed
algorithm schedules the activity from peak load hours to non-peak
hours without affecting the users’ comfort level. It does so if there is
a strong prediction of appliance(s) usage in a peak load hour. In a
smart home, the above mentioned scheduling is achieved by scaling the
various thresholds of appliances up and down. A threshold is the partic-
ular value of any environmental factor such as temperature, humidity,
etc., which determines the switch-on or switch-off operation(s) of the
corresponding appliance(s). Hence, a change in the threshold value
implies that the operation of the appliance can be advanced or delayed.
While, a change in threshold value of an appliance is dependent upon
its current as well as future probabilities of certain amount of power-
consumption. Some other parameters are also incorporated to avoid any
compromise on user comfort.

4.1. Calibration of threshold ranges on a common scale

To propose a single energy saving algorithm for all home appliances,
it is necessary to calibrate environmental parameters on a common
scale. These parameters are measured in frequently used units, i.e. tem-
perature is measured in degree Celsius (°C), luminance is measured
in /ux and humidity is measured in percentage. To calibrate the tem-
perature thresholds, ANSI/ASHRAE Standard 55 [41] is considered.
This standard provides minimum requirements for acceptable thermal
indoor environment conditions. It establishes the acceptable ranges
of environmental parameters to achieve optimal comfort for smart
homes users. The thermal comfort is achieved by controlling the factors
mentioned in Table 2.

According to ANSI/ASHRAE Standard 55, the range of Predicted
Mean Vote (PMV) for thermal comfort is —0.5 to 0.5 [42]. To make
the computations easy, some factors are assumed constant for particular
environmental conditions. A constant value of 1 is assumed for clothing
level, which considers that the user is wearing a light business suit.
Similarly, relative humidity is assumed to be 25% while the radiant
temperature is 25 °C.

4.2. PF-PEC algorithm operations

Algorithm 2 outlines the pseudocode of PF-PEC algorithm which
is executed in peak load hours. Peak load hours are denoted using 7,
and P, represents the probability of power consumption obtained from
Algorithm 1. The parameter PMV, is initialized to 0, which represents
the Predicted Mean Vote (PMV) of user comfort for an appliance x
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Table 3a
Probabilities of specified energy consumption obtained from Algorithm (1).
KWh ranges Time slots
8am-9am 9am-10am 10am-1lam 1lam-12pm 12pm-1pm 1pm-2pm 2pm-3pm 3pm-4pm
Probability of power 0.01-0.02 0 0.0003 0.0006 0.0007 0.0007 0.0007 0.0007 0.0007
consumption in 0.05-3.025 0.11 0.1639 0.1878 0.1983 0.2029 0.2048 0.2057 0.2060
KWh ranges 0.01-0.03 0.6875 0.5673 0.5143 0.4880 0.4741 0.4664 0.4620 0.4595
0.02-0.04 0.0391 0.0454 0.0452 0.0441 0.0431 0.0424 0.0420 0.0417
0.02-0.03 0.3129 0.3996 0.4308 0.4450 0.4525 0.4567 0.4590 0.4602
Actual Energy Practical 0.01 0.05 0.02 0.04 0.01 0.04 0.01 0.01
Consumed (KWh)
Table 3b
Probabilities of specified energy consumption obtained from Algorithm (1).
KWh ranges Time slots
4pm-5pm Spm-6pm 6pm-7pm 7pm-8pm 8pm-9pm 9pm-10pm 10pm-11pm 11pm-12am
Probability of power 0.01-0.02 0 0.0012 0.0011 0.0009 0.0008 0.0007 0.0007 0.0007
consumption in 0.05-3.025 0.6 0.3819 0.2838 0.2405 0.2215 0.2130 0.2093 0.2076
KWh ranges 0.01-0.03 0.8250 0.6693 0.5702 0.5148 0.4895 0.4713 0.4640 0.4603
0.02-0.04 0.1250 0.0935 0.0677 0.0540 0.0473 0.0441 0.0426 0.0420
0.02-0.03 0.1200 0.2620 0.3559 0.4087 0.4360 0.4494 0.4559 0.4589
Actual Energy Practical 0.027 0.03 0.06 0.05 0.04 0.03 0.01 0.01

Consumed (KWh)

(line 1). The algorithm iterates a while loop for the desired peak hours
duration (line 2). In each iteration, the algorithm computes PMV, for
each appliance x (line 3) and its corresponding thresholds (i.e. T ; MV)
in a given environment (line 4). Afterwards, it computes the overall
load of appliances in on-state at time ¢ (line 5) along with the user-
state based on the computed load (line 6). Then, the algorithm passes
the user-states to Algorithm 1 that returns P- (line 7), which is used
to get average probability of consuming maximum power in remaining
peak load hours. Next, appliances in on-state are selected (line 8). For
each selected appliance (line 9), the algorithm first obtains the user-
defined on-off threshold 7)Y for the appliance (line 10). The subsequent
steps (lines 11 to line 13), are executed for these appliances if the user
defined threshold T is greater than the threshold of human comfort
Ty, for the appliance x. Therein, it computes the difference (denoted
by 4) between the user-defined threshold (7*) and minimum threshold
required for human comfort (T, ) (line 12). The threshold value T

PMV
is updated based on this difference (4) (line 13).

Algorithm 2 : PF-PEC Algorithm

Input: Human comfort constraints and parameters, r; peak hours duration
Output: PMV,, T}, Tp,,,

1: PMV, <0

2: while 7 € 7 do

Compute PMV, for all type of loads

Compute 75, for all type of loads

MV
Compute load in on-state at ¢

4
5
6: Find user state from computed load
7: Invoke Algorithm 1 and save value of P,
8: A « Appliances in on-state at ¢
9 for each appliance x in A do

10: Obtain user defined on-off thresholds (T)¥) of the appliance
11: if 7Y > Ty, then;

12 A=T>-T},,

13: TX=T*+P,x4

14: end if

15: end for

16: r++

17: end while

18: return

In this way, the algorithm iteratively changes the threshold set
for different appliances in peak load hours without compromising on
human comfort. Moving the threshold away actually delays the switch-
on event of appliances based on the average probability (P.) of energy

usage in the house. The greater the probability, farther will be the new
threshold. Algorithm 2 also takes into account the difference between
user-defined threshold and minimum threshold required for human
comfort. If this gap is greater, user threshold moves faster to minimum
value (T; MV). As this difference decreases, pace of threshold towards
minimum value slows down. The reduction in user threshold eventually
results in more energy saving.

It is noteworthy that Algorithm 1 is also invoked in Algorithm 2 by
passing user-states at time slot  which actually works as a feedback to
the Algorithm 1. This feedback is necessary because the user activity
patterns may change with time according to change in environment
or circumstances. Hence, there is a need to estimate user states for
current timeslot ¢. This makes system adaptable to the changes in user
activities. A user state is thus estimated at run time based on the
type and number of appliances in on-state and their power consump-
tion at a certain time slot. This user state is accurately determined
using the real data obtained from the smart home. This estimated
user state is then considered by Algorithm 1 which re-computes the
probabilities according to this new data to achieve more precise results.
One immediate benefit of this feedback is that it somewhat solves the
convergence problem of Markov chain process. As the data set on which
Markov chain process operates changes consistently due to feedback,
the results produced by Markov chain process now converge after a
longer period. Another advantage of enabling feedback in the system
is achieving higher accuracy of the produced results. One drawback of
this feedback however, is that the system has to perform more number
of computations. A visual description of this feedback mechanism is
shown in Fig. 2.

To carry out all the above stated operations efficiently as well as
effectively, a fog-based architecture for IoT enabled HAS system is
designed such that the data about usage of appliances is seamlessly
fetched to the cloud. A database is maintained at the cloud to save
various forms of data sent by the appliances of a smart home. An appli-
cation running on the IoT cloud thereby computes appliance usage time
for each user. Using this appliance-usage time, user states at different
time slots are computed and fed back to the Markov chain process.
Hence, analyzing appliance usage data at cloud helps in predicting
user’s current state in real-time which will then update the user activity
data. Markov chain is then applied on this latest user activity data to
arrive at new state transitions and this process repeats for every next
time slot.
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5. Our proposed fog-based architecture and a real-world testbed
for smart homes

In this section, we provide architectural details of the smart home
that we use as a test bed. A fog based IoT architecture for smart
homes is presented to realize the implementation of proposed energy
optimization algorithms in a smart home environment. The efficacy of
any smart home can get restrained depending upon its architecture.
Traditionally, a HAS system may under-perform due to the limitations
of underlying technology while the technology can itself under-achieve
if the hardware and/or software platforms are not chosen appropri-
ately. IoT offers various innovative features in HAS systems such as low
complexity, power efficiency, small footprint and less communication
intensive connections to the Internet. Another critical attribute that IoT
brings to the table is data dissemination. However, this data dissem-
ination is relatively weak in conventional smart home architectures
and resultantly the useful data or its timely relevance gets lost usually.
Hence, it is imperative to develop a fog based IoT architecture to
incorporate favorable techniques such as data analytics and machine
learning (ML) to enhance the capabilities of a smart home. A novel fog
based IoT architecture for smart homes is therefore proposed to better
utilize the algorithms for energy demand prediction and conservation
as presented in previous Sections. There are four main building blocks
of proposed architecture, i.e. Sensing and Data Acquisition, Actuations,
Fog/Edge Node and Cloud. Each of these network entities have some
predefined operating principles and standard protocols. This Section
constitutes the functional and architectural details of these entities.

5.1. Sensing and data acquisition

Sensor modules are designed for data acquisition that resides multi-
ple sensors. The microcontroller used in these modules contains 8kB of
RAM and 16 channel 12 bit ADCs which makes it suitable for sensing
modules. For wireless connectivity, state of the art Wi-Fi System-on-
Chip (SoC) is used. To make the operation of sensor module energy
efficient, they are equipped with 5 Volt batteries along with electrical
power lines as the backup. To attain further energy efficiency, the
sensor modules are also capable of duty cycling while their processor is
capable of going into deep sleep mode. Some front-end intelligence is
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also provided within these modules to achieve better decision making
while forwarding the sensed information. These features are incorpo-
rated with reasonably smaller footprint to fulfill the requirements of
an intelligent sensor module for our fog based IoT architecture which
is illustrated in Fig. 3 along with a snapshot of sensor module.

5.2. Actuation

To enable smart actuation of appliances, an actuation module is
designed to replace existing switch outlets in conventional and smart
homes. The specifications of microcontroller used in actuation module
are similar to that of sensor modules. A Wi-Fi SoC is available for wire-
less connectivity. There can be multiple switches in a single actuation
module. TRIACS are used as control switches and relays are included
to cater for high load appliances. The major messages communicated
through actuation modules are about the operation of appliances. These
messages are translated into device on-off operations, fan(s) speed con-
trol, lamp dimmers, temperature settings of AC/heaters, etc. To ensure
synchronization, devices respond with acknowledgment messages upon
each actuation. The module constantly publishes its switches states via
wireless link to local server to facilitate the ML and data analytics
techniques. Actuation module snapshot is shown in Fig. 3.

5.3. IoT fog node

A large number of sensing and actuation modules are mostly in-
stalled in a smart home. To maintain the connectivity of each module
with IoT cloud can be expensive in terms of resources. There is a need of
IoT fog node that can maintain connection with the cloud while acting
as an edge device for sensor and actuation modules. It enables these
end-devices to log their data at local server and then to report it to the
cloud. Some of the benefits of fog node include low latency, network
scalability, and heterogeneity [43].

The functional architecture of our IoT fog node is depicted in Fig. 4.
It operates in two distinct modes, i.e. an online mode and an offline
mode. The offline mode ensures that appliances can be used within
the local network when Internet connectivity is not available, and
also synchronizes the appliances’ states with the cloud when Internet
connectivity is available again. The synchronization module period-
ically performs this synchronization and also ensures that the sync
time is not much significant as compared to user lag faced, or latency
introduced by removing the fog node. Whenever a user sets his/her
preferences, it is made sure that those preferences are saved in both
the local database on fog node and the database on the cloud. It
makes the appliances directly controllable from fog node based on
the defined user preferences. Moreover, fog node is equipped with
various constrained protocols in its communication stack. At applica-
tion layer, it communicates with sensors and actuators using Message
Queuing Telemetry Transport (MQTT) protocol. To enable user defined
intelligence in appliances, a local intelligence module is defined. In
addition, a specific service is responsible for data dissemination among
different application programming interfaces (APIs) running on IoT fog
node. Device identification and device/user authentication services are
also included. At transport layer, Transmission Control Protocol (TCP)
is used along with Secure Socket Layer (SSL) for reliable and secure
connectivity of devices with the cloud. Other services including Secure
Shell (SSH), Secure File Transfer Protocol (SFTP), Web and Android
APIs are implemented to access the fog node for configuration purposes.

The proposed fog node is implemented using Raspberry Pi 4, shown
in Fig. 3, which has a quad core processor with 1 GB RAM, Ethernet,
USB ports and Wi-Fi making it suitable for fog node. The proposed
fog node has rich resources that have the capability to manage all the
end nodes in a single smart home setup. It simplifies the management
of data from multiple smart homes on the cloud i.e., single fog node
per smart home setup. Moreover, it enables the smooth operation of
fog nodes due to reduced network overloading. There are two limiting
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factors in the operation of the proposed fog node: the range of the Wi-
Fi and the number of requests that can be entertained simultaneously.
Wi-Fi repeaters can be installed in relatively bigger and multi-story
dwellings to enhance the range. Simultaneous requests in a fog node
can be entertained by using threads. However, increasing the number of
threads overload the fog node and creates a lag in fulfilling the requests.
In the proposed fog node, a high number of requests can be entertained
simultaneously because we are using a high-end device.

5.4. IoT cloud

Our smart home architecture includes customized implementation
of IoT cloud whose functional diagram is shown in Fig. 5. The IoT cloud
is equipped with multiple services and plug-ins to facilitate interaction
with fog node, users and developers. TCP/IP stack is incorporated
to provide connection oriented services together with SSL for secure
communication. Our Algorithm 1 and Algorithm 2 are implemented in
the cloud within Machine Learning module. Data dissemination layer
is integrated to classify the data reported from appliances as well
as sensor devices and to disseminate it to concerned services before
saving into database. A copy of database is continuously replicated
to another Virtual Machine (VM) in the cloud to incorporate ML and
data analytics techniques without compromising the original data re-
ported from appliances. Relaying service is responsible to entertain the
service-accessibility requests for a specific device originated from users.

Customized Android and Web APIs are designed to enable flexible
control over appliances in a smart home. A monitoring module is re-
sponsible for generating alerts/warnings. FTP, SFTP and SSH protocols
are also employed.

5.5. Real-world scenario to operate the test bed

The experiments are conducted on a real-world smart home system.
We leverage the proposed system architecture presented in this section
to implement a smart home system. A fog node, two sensor nodes and
one actuation module is used in the test bed. The implemented smart
home system is connected to the cloud being implemented using the ar-
chitecture proposed in Fig. 5. It is worth mentioning that the deployed
system have a centralized database in which the on-off thresholds of
appliances are saved. These thresholds are set by the corresponding
users. These thresholds are used by our proposed algorithms to operate
the appliances accordingly. Algorithms 1 and 2 are deployed on the
cloud. The outcome of Algorithm 2 is used to send commands to the
fog node to operate the appliances accordingly.

The energy consumption model is validated by the experiments
conducted in a 1125 square feet home with 3 occupants. It is a multi-
story dwelling located in Lahore. Eight spots in the home are identified
for system deployment. The experiments are conducted during spring
season. All the occupants have different daily routines. First is a part-
time worker, second is a housewife and third one is a retired person
who normally stays at home. The results are taken from morning (8am)
to midnight (12am).

6. Experiments and results

In this Section, the performance analysis of proposed algorithms is
presented. Firstly, the prediction results of energy consumption estima-
tion model (Algorithm 1) are discussed followed by the evaluation of
proposed PF-PEC (Algorithm 2) which reduces the energy consumption
of a smart home. The probability distribution of a particular user in
different states at each time slot is shown in Fig. 6. It should be noted
that our model includes all the appliances in use within a home.

The numerical results are illustrated in Table 3a and 3b. In that
respect, different KWh ranges are specified that corresponds to the
potential combination of outcomes considered by Algorithm 1. The
predicted power consumption is provided in terms of the probability
of consuming energy in a particular KWh range for different time slots.
The values in Table 3a and 3b are not specific to a single user. These
probabilistic values represent the likelihood of all users cumulatively
consuming a certain power. The real energy consumed (KWh) at each
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time slot is also reported in the table and can be compared with the probability. Similarly, for other time slots, the results obtained from
KWh range of highest probability event. For example, in 3a for time our energy consumption prediction model in terms of KWh ranges and
slot 8am—9am, the actual energy consumed is 0.01 KWh whereas the their corresponding probabilities fairly match with that of actual energy

corresponding predicted KWh range, i.e. 0.01-0.03, has the highest consumption of the smart home. In Fig. 7, the percentage similarity
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Table 4
Results of PF-PEC Algorithm (2), lights and fan readings.
Days Manual Smart Smart + PF-PEC Algorithm
Light 1 Light 2 Fan Light 1 Light 2 Fan Light 1 Light 2 Fan
Monday 6 h,3m9s 6 h,3m9 s 6 h,3 m 5 h,49 m 5 h,49 m 5 h,58 m 4 h,54 m 4 h,54 m 5 h,45 m
Tuesday 6 h,42 m 6 h,42 m 6 h,42 m 6 h 6 h 6 h 4 h,1 m 3 h,51 m 5 h,46 m
Wednesday 7 h,32 m 7 h,32 m 7 h,32 m 5 h,50 m 5 h,50 m 6hlm 3 h18 m 1h18 m 5 h,37 m
Thursday 6 h,49 m 6 h,49 m 6 h,49 m 6 h,27 m 6 h,27 m 6 h,38 m 3 h,35 m 35 m 6 h,22 m
Friday 7 h,5 m 7 h,5 m 7 h,5 m 5 h,33 m 5h,33 m 7 h,5 m 3 h56 m 6 m 6 h,48 m
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Fig. 8. Mean Absolute Error results to determine prediction accuracy.

of predicted energy consumption with that of actual is shown on y-
axis and the events probabilities are shown on x-axis. This similarity
measure is simply the percentage number of predictions matching with
actual power consumption. It shows that the highest probability events
in 3a and 3b have more chances to correctly predict the actual energy
usage which in turn means that the actual energy consumed have
more chances of falling in the KWh range of highest probability event.
These chances gradually decrease if we move towards lower probability
events. As the user states are defined on the basis of their appliances us-
age and number of appliances installed at home are pre-known, so KWh
ranges are calculated using the information from feedback mechanism
about user activity and the amount of load active at that time. So, user
survey and feedback data helps to estimate the KWh range against each
useful combination of user activity states which are aforementioned in
Section 3. Thus, Fig. 7 demonstrates that actual energy consumption
is very much closer to the highest probability event predicted by the
model. Moreover, to validate the predicted results, Mean Absolute Error
(MAE) is used as an evaluation criteria as shown in Fig. 8. It is evident
that Mean Absolute Error for highest probability event (also mentioned
in Fig. 7) is least whereas its value increases as we move towards lower
probability events. More specifically, MAE for highest probability event
is only 0.008 which shows the accuracy of prediction algorithm.
Algorithm 2 is tested in a different scenario as compared to Al-
gorithm 1. The performance of PF-PEC algorithm is validated in an
office equipped two lights, one fan and an AC, with a single occu-
pant from 9:00am to 5:00pm for five working days. The light and
temperature sensors are installed on the walls and accordingly PMVs
for human comfort are calculated. Initially, Algorithm 1 is applied
on user activity data and probabilities are generated against power
consumption. Afterwards, Algorithm 2 is applied on this data to op-
timize the appliances’ usage in peak load hours. The experimental
results are considered for a duration of one week as shown in Ta-
ble 4. It shows the daily time period for which both lights and a fan
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Fig. 9. Comparison of PF-PEC algorithm with baseline and simple smart home.

remained in on-state. These results validate that the PF-PEC algorithm
further reduces energy consumption of a smart home. Fig. 9 graphically
demonstrates these energy consumption in three different scenarios,
i.e. manual home (normal operations with manual switches), smart
home (occupancy, temperature and luminance based intelligence), and
smart home with PF-PEC algorithm. It can be visualized that appliances
usage decreases further when we simultaneously apply smartness and
PF-PEC algorithm. Additional analysis determines that Light 2 and fan
usage timings are reduced further after applying PF-PEC algorithm.
This reduction in Light 2 usage is essentially due to the fact that only
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one light serves the purpose according to the visual comfort threshold
of the user.

Fig. 10 shows the performance comparison of monitoring results
with and without fog node in terms of average response time of
different independent events along with their corresponding energy
consumption. Therein, a single event is defined by ‘a message commu-
nicated by sensor/actuation module to the cloud or fog node with a
specific payload size, number of MYSQL queries executed and messages
exchanged with other applications at the cloud or fog node, and finally
sending back an acknowledgment (ACK) which completes an event
cycle’. It can be visualized that the average event response time and
corresponding energy consumption is remarkably reduced with the
introduction of fog node in smart home architecture.

Similarly, in Fig. 11 we compare the latency results calculated with
our proposed architecture with the average latency results achieved
with another fog architecture based platform for smart environments,
termed as EHOPES [36]. It can be seen that the average latency results
in our case are reasonably better than the latency results attained with
that of EHOPES platform. These improvements are achieved due to
the modular implementation of architectural functionalities of fog node
and its seamless interaction with cloud architecture.

11

Finally, the percentage energy conservation corresponding to dif-
ferent PMVs is shown in Fig. 12. It provides the comparison of PF-PEC
algorithm with M-CHESS algorithm proposed recently [37]. Therein,
the authors reduced the energy consumption of smart home consid-
ering various human comfort thresholds. In particular, the M-CHESS
algorithm sacrifices the human comfort to attain higher energy savings.
Thus, as shown in Fig. 12, the M-CHESS algorithm achieves energy
conservation up to 33.7% with human comfort threshold of 1.0 which is
increased to 38.6% by further compromising human comfort threshold
to 1.5. On the contrary, PF-PEC provides the energy conservation up
to 36% while achieving the human comfort threshold of 0.5 as per the
ASHRAE standard. Therefore, the M-CHESS algorithm though flexibly
change the human comfort range to attain more energy conservation.
However, the average energy savings achieved by PF-PEC algorithm
for a similar value of PMV is always higher than that of M-CHESS
algorithm. Hence, our PF-PEC algorithm improves the human comfort
as well as energy savings in a smart home.

7. Conclusion

The paper presents energy management and optimization tech-
niques to minimize energy consumption in smart dwellings. A Markov
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chain model is proposed to compute probabilities of power consump-
tion in different time slots. This data set is leveraged by our prediction
and feedback based energy management algorithm which minimizes
energy consumption during peak load hours. To efficiently incorpo-
rate the proposed algorithms in a real world scenario, a fog based
IoT architecture is implemented. Experimental evaluations are con-
ducted in a home having 3 occupants. Experiments reveal that the
forecasted energy estimates are very close to actual energy consumed
within home. Moreover, it is observed that the energy consumption and
electricity costs are significantly reduced without degrading standard
human comfort. We consider that this work can be instrumental for
employing proactive and precise demand side management in future
energy systems.
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