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a b s t r a c t

Critical infrastructures play a vital role in supporting modern society. The reliability,

performance, continuous operation, safety, maintenance and protection of critical infra-

structures are national priorities for countries around the world. This paper explores the

vulnerabilities and threats facing modern critical infrastructures with special emphasis on

industrial control systems, and describes a number of protection measures. The paper also

discusses some of the challenging areas related to critical infrastructure protection such as

governance and security management, secure network architectures, self-healing, model-

ing and simulation, wide-area situational awareness, forensics and learning, and trust

management and privacy.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

A critical infrastructure comprises systems and assets,

whether physical or virtual, that are so essential to a nation

that any disruption of their services could have a serious

impact on national security, economic well-being, public

health or safety, or any combination thereof [76]. The Eur-

opean Union (EU), through its European Programme for Critical

Infrastructure Protection (EPCIP), also stresses the importance

of critical infrastructure protection to all its member states and

their citizens. To address critical infrastructure protection, the

European Commission issued a communication [26] to estab-

lish a legislative framework for transparency with regard to

critical infrastructure protection and to enable cooperation

across national borders. According to EPCIP, critical infrastruc-

tures are classified as follows:

� Energy: Energy production sources, storage and distribu-

tion (oil, gas and electricity).

� Information and communications technology: Information sys-

tem and network protection (e.g., Internet); provision of

fixed telecommunications; provision of mobile telecom-

munications, radio communications and navigation, satel-

lite communications and broadcasting.
� Water: Provision of water (e.g., dams), control of water

quantity and quality.
� Food and agriculture: Food provision, safety and security.
� Healthcare and public health: Medical and hospital care;

medicines, serums, vaccines and pharmaceuticals; bio-

laboratories and bio-agents.
� Financial systems: Banking, payment services and govern-

ment financial assignments.
� Civil administration: Government facilities and functions,

armed forces, civil administration services, emergency

services, postal and courier services.
� Public, legal order and safety: Maintaining public and legal

order, safety and security; administration of justice and

detention.
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� Transportation systems: Road transport, rail transport and air

traffic; border surveillance; inland waterways transport;

ocean and short-sea shipping.
� Chemical industry: Production and storage of dangerous

substances, pipelines carrying dangerous goods.
� Nuclear industry: Production and storage of nuclear materials.
� Space: Communications and research.
� Research facilities: Operation of major research facilities.

The U.S. National Infrastructure Protection Plan (NIPP) [73]

as defined by the Department of Homeland Security (DHS)

considers the following additional critical sectors:

� National monuments and icons: Monuments, physical struc-

tures, objects or geographical places that represent

national culture or have religious or historical importance.
� Commercial facilities: Commercial centers, office buildings,

sports stadiums and other places that accommodate large

numbers of people.
� Critical manufacturing: Transformation of materials into

goods, including all the processes involved in manufactur-

ing and transportation.
� Defense industry base: Facilities that produce military

resources (e.g., weapons, aircraft and ships) and maintenance

of essential national security services (e.g., communications).

The connections between critical infrastructure sectors

produce special interdependence relationships. The relation-

ships express the fact that one critical infrastructure could

depend on products and services provided by another critical

infrastructure, and the second critical infrastructure may also

depend on the products and services provided by the first

critical infrastructure. These interdependencies could trigger

cascading effects in multiple critical infrastructures when

one critical infrastructure is disrupted, damaged or destroyed

[7]. Rinaldi et al. [63] have identified and analyzed four types

of interdependencies: (i) physical; (ii) geographic; (iii) cyber;

(iv) and logical. A physical interdependency exists when a

critical infrastructure requires resources or raw materials

from other infrastructures. A geographic interdependency

exists when multiple infrastructures share a close spatial

proximity, and a problem in one critical infrastructure can

reach the other critical infrastructures. A cyber interdepen-

dency is the result of a dependency on information and

communications systems. A logical interdependency exists

when systems, actions or decisions connecting an agent in

one infrastructure to an agent in another infrastructure are

not physical, geographic or cyber in nature (e.g., bureaucratic

or political decisions) [82].

Given the influence of information systems on the perfor-

mance of other critical infrastructures, this paper focuses

primarily on critical information infrastructures and their

security issues. A critical information infrastructure consists

of information processes supported by information and com-

munications technologies that form critical infrastructures

themselves or that are critical to the operation of other critical

infrastructures [16]. The vast majority of, if not all, critical

infrastructures are dependent on information systems. Thus, a

disruption to a cyber infrastructure can lead to serious con-

sequences that affect the performance, reliability, security and

safety of the dependent infrastructures. The massive depen-

dence on the cyber infrastructure has created the new

research area known as critical information infrastructure

protection (CIIP).

According to the European Commission [25], critical infor-

mation infrastructure protection comprises programs and

activities of infrastructure owners, manufacturers, users,

operators, research and development institutions, govern-

ments and regulatory authorities that aim to maintain the

performance of critical information infrastructures in the

event of failures, attacks or accidents above a defined mini-

mum level of service and to minimize damage and recovery

time. Critical information infrastructure protection should,

therefore, be viewed as a cross-sector activity instead of being

limited to specific sectors. Critical information infrastructure

protection should be closely coordinated with critical infra-

structure protection under a holistic perspective [25]. The U.S.

Government also emphasizes critical information infrastruc-

ture protection in Public Law 107-296 [77], which states that

the “protection of critical information infrastructures is

important to the national defense and economic security of

the nation.” This law deems critical information infrastruc-

tures to be critical infrastructures themselves because their

information is not normally in the public domain and is

related to the security of critical infrastructures and other

vital systems. In fact, information and communications

technologies, which underlie communications links, network

topologies and interfaces that manage and transmit sensitive

data in a reliable and timely manner, constitute the backbone

of critical infrastructures.

One of the most important types of critical information

infrastructures is industrial control systems (ICSs) that super-

vise and control processes in industrial infrastructures such

as bulk energy generation systems, electrical distribution and

transmission systems, water treatment systems, oil and gas

pipelines, and chemical plants and refineries [12]. These

systems incorporate communications architectures for con-

necting control centers to remote substations located at the

infrastructures being controlled (Fig. 1). The substations

incorporate automated systems called remote terminal units

(RTUs) that house sensors for collecting and sending status

data to the control center and actuators for performing

control actions as directed by the control center.

Industrial control systems include supervisory control and

data acquisition (SCADA) systems and distributed control

systems (DCSs). A SCADA system is an event-driven centra-

lized network with substations located over a large geo-

graphic area (Fig. 1). It incorporates three main components:

the control center, substations and a corporate network. The

control center is responsible for managing and supervising

the overall system. The functionality is supported by SCADA

servers and data historians that store process and system

information. External access to these resources must be

secured using firewalls, demilitarized zones (DMZs), intrusion

detection systems (IDSs), intrusion prevention systems (IPSs)

and anti-virus software. Access must also be provided to the

corporate network, which supports business operations. In

contrast, a distributed control system is a process-oriented
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system, which is limited in terms of its size and geographic

distribution.

This paper focuses on SCADA systems for two main

reasons. First, SCADA systems are, from a security point of

view, one of the most widely researched systems in the

literature (see, e.g., [4,49]). Second, and more importantly,

SCADA systems constitute the backbone of next generation

electrical production and distribution systems (also known as

the smart grid) [54]. A smart grid is composed of sub-domains

such as (renewable or non-renewable) energy bulk generation

systems, transmission and distributions lines, customers,

providers, markets and control systems. Each domain com-

prises various stakeholders and resources, all of them inter-

connected in order to efficiently manage load demands and

reduce unnecessary power generation.

Unfortunately, the nature of SCADA systems means that

they are exposed to numerous threats, which may be caused

by hardware or software errors, human mistakes (i.e., opera-

tional errors) or deliberate (i.e., malicious) actions. Combating

these threats, which can jeopardize the security of control

systems and their critical infrastructures, requires protection

strategies to be designed carefully and implemented properly.

2. Vulnerabilities, threats and protection

Vulnerabilities in hardware and software can be exploited to pro-

duce unplanned changes in the services offered and deviations

from normal behavior. The resulting faults can be classified as

internal faults and external faults. An internal fault corresponds

to anomalous changes within a system. An external fault is due

to interactions that originate from outside a system such as

natural phenomena, malicious actions and accidents. Regardless

of the cause, a fault can create an internal system effect that can

impact the provision of essential services and the performance

of control actions. For example, an attack on a sensor node may

cause hardware or software errors that can affect the operation

of other essential control resources such as remote terminal

units. If this occurs, the control center may be unable to receive

vital information from substations and become blind to the real

state of the system being controlled. This situation can also

occur when communication links stop functioning or are com-

promised by malicious entities.

Based on an extensive analysis of faults, Harrison and

White [30] have proposed a taxonomy of threats that relies

on the notion of cause and effect. The taxonomy uses event

vectors and effect vectors to define the motivation of a threat,

the methodology applied to instantiate a threat and the

resulting effects. An event vector describes the threat agent,

motivation, objective, and the method or technique used to

achieve the objective. In contrast, an effect vector describes

the impacts on the affected infrastructure, services and the

sector itself, in addition to the cause. Both vectors are

dependent on the type of threat and the vulnerability that is

exploited to compromise system security; this generally

depends on the system state and characteristics. For example,

SCADA systems normally prioritize security requirements as

availability, followed by integrity, followed by confidentiality

Fig. 1 – General SCADA network architecture.
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[85]. A threat to availability would render essential control,

performance and information resources unavailable, a threat

to integrity would seek to manipulate critical hardware, soft-

ware or information resources, whereas a threat to confidenti-

ality would attempt to eavesdrop on sensitive information.

It is also important to consider the level of dependence

between resources, system components, functionalities and

services [7]. When the level of dependence is high and one

component exhibits anomalous behavior, there is the potential

for the entire system and its services to be affected and the

effects may cascade to other critical infrastructures. In such

situations, it is of paramount importance to be aware of four

factors: the scope of the effect, its magnitude, propagation and

recovery [24]. The first factor contributes to the loss or unavail-

ability of an element and its impact may be rated according to

the geographic coverage (i.e., international, national, provin-

cial/territorial or local). The magnitude of the effect is related to

the degree (minor, moderate or major) of the loss according to

the public, economic, environmental, interdependence and

political impacts. Time is an essential parameter for the last

two factors because it measures the criticality of a situation by

determining the point at which the loss of an element could

have a serious effect, and the point at which it would be

possible to recover the functionality of the affected system.

Many of the threats are exacerbated by the adaptation of

information and communications technologies to control tasks

and operations related to critical services. The reason is that

technologies increase the architectural complexity, introducing

additional vulnerabilities, security risks and interoperability

challenges [7]. These aspects are discussed in the next section.

3. Technological trends and security issues

Information and communications technologies play a crucial

role in the connectivity and control of critical systems. This is

the case with SCADA systems, where the supervision and

control of infrastructure assets depend greatly on the relia-

bility and security of the communications channels and

information systems in order to send, receive and process

commands, measurements and alarms.

3.1. Communications systems

Internetworking offers significant operational benefits with

regard to supervisory control and data acquisition. The

benefits include global connectivity, flexibility and data dis-

semination from anywhere and at any time via IP-based

communications protocols and web interfaces. To extend

functionality and reduce maintenance and installation costs,

remote substations have migrated to TCP/IP, expanding their

connectivity and ensuring integration with other technolo-

gies to balance workload and activities in the field. The use of

the standard TCP/IP protocol stack has also led to the

specification and standardization of SCADA communications

protocols based on the client-server paradigm. Some well-

known SCADA protocols include Modicon Communication

Bus (Modbus/TCP), Distributed Network Protocol (DNP3), IEC

60870-5-104 and Inter Control Center Protocol/Telecontrol

Application Service Element-2 (ICCP-TASE2.0, IEC 60870-6).

The first two protocols are designed for automation and

control while the remaining protocols deal with interconnec-

tions between telemetry control systems (i.e., between SCADA

systems).

This modernization of control systems has encouraged

researchers and vendors to analyze, design and implement

hardware and software solutions for global collaboration and

connectivity. For example, Suresh et al. [70] have designed a

web-based SCADA prototype for information dissemination

using XML encodings. The prototype provides a virtual experi-

mentation platform with the possibility of incorporating GPRS

and WAP connections. Salihbegovic et al. [67] have developed

a web-based multi-layered distributed SCADA system for

supervising truck loading and oil product pipeline shipping

terminals at refineries. Jain et al. [43] have implemented a

web-based expert system for the automated diagnosis and

control of power systems. In the commercial arena, Exemys

[27] has designed sophisticated mobile cellular telemetry

solutions and hardware protocol converters that translate

serial Modbus communications to TCP/IP communications.

Similarly, Yokogawa [80] and WebSCADA [78] have developed

advanced web-based automation solutions.

As a communications infrastructure, the Internet is exposed

to numerous threats, the majority of which stem from tradi-

tional TCP/IP vulnerabilities. The vulnerabilities can be exploited

to replay control messages, request essential resources to

exhaust computational and communications capabilities, eaves-

drop on sensitive process information via man-in-the-middle

attacks, inject malicious commands to perform inappropriate

actions or display fabricated monitored values. An adversary

could also bypass security mechanisms to enter a system and

once inside conduct many other types of attacks such as

reading/modifying files, dumping memory and launching ser-

vices using fake commands.

SCADA protocols have their own vulnerabilities. For example,

Modbus/TCP communications are transmitted in clear text,

enabling large portions of payloads (e.g., plant information and

network addresses) to be captured andmanipulated. Modbus/TCP

also lacks authentication mechanisms because Modbus sessions

only verify the validity of specific parts of a message such as the

address and function code. The DNP3 protocol also suffers from

security deficiencies despite the fact that it incorporates cyclic

redundancy checking (CRC), data synchronization and multiple

data formats (although Secure DNP3, a variant of DNP3, imple-

ments challenge-response authentication system along with a

session key to verify message sources). ICCP also suffers from

limitations with regard to authentication and encryption [47].

Public databases such as the Industrial Security Incident

Database (ISID) and periodic reports released by Industrial

Control System Cyber Emergency Response Team (ICS-CERT)

provide extensive information about threats. According to a

recent ICS-CERT report, the number of incidents in critical

infrastructure sectors increased from 9 incidents in 2009 to 198

in 2011, with the increase primarily in the energy sector and

related to control systems. The vast majority of incidents were

due to viruses, Trojans and worms (such as Stuxnet in 2010

and Flame in 2012 [20]) that attempted to compromise system

integrity. Recognizing the importance of threat information

dissemination in enhancing protection efforts, the European

Council approved the Testbed Framework to Exercise Critical
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Infrastructure Protection (CloudCERT) Project, which is devel-

oping a cloud computing environment to facilitate the excha-

nge of information about threats and incidents between the

various critical infrastructure stakeholders [19].

In this context, it is also necessary to highlight the role of

cloud computing in critical infrastructure protection [2]. A cloud

computing infrastructure provides several operational benefits,

including data redundancy, data availability and survivability

(when essential system components are isolated or lost). For

example, if a SCADA control center loses its operational services,

another control center could assume control using the ICCP

protocol and the cloud infrastructure could support queries

relating to critical information (e.g., alarms, processes and

measurements). The use of the cloud paradigm to support data

redundancy and data recovery introduces additional benefits

such as asset virtualization and private, public or hybrid service-

oriented architectures where the services are managed on-

demand over the Internet [61]. Virtualization is based on the

creation of a virtual platform of hardware resources (e.g., servers,

network devices and storage) and operating systems to reduce

costs while facilitating information sharing, manageability and

isolation. In addition, a cloud computing infrastructure can

influence the development of industrial applications that sup-

port interoperability and cooperation between organizations and

entities.

Information within a cloud is shared by diverse providers and

subscribers. Security and privacy mechanisms must therefore be

implemented to protect sensitive data at rest and in motion; the

mechanisms include cryptographic schemes, authentication and

identity management, access control and accounting, as well as

trust management, governance, policies and regulations [71].

Data redundancy within the cloud should also be considered

carefully along with intrusion detection, alarms and incident

handling.

3.2. Wireless communications systems

Long-range communication technologies such as mobile cel-

lular (e.g., 3G/4G, UMTS, GPRS, GSM/TETRA, satellite, GPS,

WiMAX and mobile broadband wireless access (MBWA)) and

microwave systems also enable automation and control tasks

at low cost, in addition to providing mobility, collaboration,

reliability and coexistence with other technologies. Field opera-

tors can directly interact with industrial devices (e.g., RTUs

with wireless transmitters) through handheld device interfaces

by sending commands and receiving information such as

status, measurements and alarms. Other technologies for

medium- and small-scale control applications include Blue-

tooth, WLANs, mobile ad hoc networks (MANETs) and wireless

sensor networks (WSNs) [58]. Cellular technology is often a

relatively inexpensive alternative for connecting small groups

of field devices and sending non-critical information to a

SCADA control center. However, large numbers of cellular

nodes for supervision can increase communications delays

and the costs associated with data transfer [58].

Interest in these technologies has encouraged interna-

tional organizations to specify communications standards

such as ZigBee [87], ISA100.11a [41] and WirelessHART [31].

The advanced metering infrastructure of a smart grid depends

heavily on these technologies to transfer significant amounts

of information associated with customers and utilities (includ-

ing SCADA systems). An advanced metering infrastructure is

designed to measure, collect, present and analyze energy

usage, and connect metering devices (associated with electri-

city, gas, heat and water) to utility business systems; this

connectivity is bidirectional in that information is distributed

to/from customers and other entities. For example, MBWA

operates at 3.5 GHz with data rates of up to 1–20 Mpbs, and

WiMAX operates at 2.3, 2.5 and 3.5 GHz with data rates up to

70 Mbps. These transmission capacities could enable the

advanced metering infrastructure to send data streams from

smart meters to utility business systems, including control

systems that supervise energy substations.

Wireless communications networks are also becoming

increasingly important for critical infrastructure protection.

The networks enable human operators to establish in situ local

connectivity without going through a SCADA control center

while also providing mobility. This is the case with MANETs,

which enable human operators to gain authorized access to

system components (e.g., sensors, actuators and RTUs) and

carry out operational activities such as data dissemination and

management, incident response, parameter configuration and

maintenance [10]. In this context, it is worth highlighting the

role of wireless personal area networks (WPANs) for applica-

tions with less geographical coverage and where the control is

limited to a small number of nodes (e.g., Bluetooth, Z-Wave and

ZigBee). A variant of WPANs includes low-rate WPANs (LR-

WPANs) [35] such as ZigBee, ISA100.11a, WirelessHART and

MiWi/MiWi P2P networks [79].

Wireless technologies introduce inconveniences such as

operational delays, latencies, electromagnetic and/or radio

frequency interference and myriad security issues. The wide-

spread use of repeaters and routers to intensify signals can

significantly increase end-to-end delays. Other negative

effects include slowing down data transfer and reducing data

integrity, which ultimately affect the quality of service.

Other important aspects are the coexistence and reliability

of communications between heterogeneous technologies.

Some of the challenges relate to device authentication and

authorization, information security and the interoperability

of messages with different formats. A well-known threat to

communications reliability is a jamming attack that alters

the radio frequency channel; this attack works despite the

frequency hopping used by wireless standards such as

WirelessHART [31] and ISA100.11a [41]. Other threats impact

the availability, integrity and confidentiality of data and other

resources. For example, availability is impacted by denial-of-

service attacks that overload communications channels,

selective forwarding attacks that selectively send data to

the next hop, sybil attacks that impersonate entities, black-

hole attacks that drop messages, sinkhole/wormhole attacks

that direct data to specific nodes and jamming attacks [6].

Integrity threats are posed by route falsification attacks and

sybil attacks. Threats to confidentiality are presented by

deliberate exposure attacks that intentionally reveal critical

information, sniffing attacks that eavesdrop on communica-

tions channels, traffic analysis attacks and various physical

attacks. Interested readers are referred to [6] for a discussion

of these threats and others, along with the appropriate

countermeasures.
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3.3. Embedded systems

Embedded systems are based on constrained devices (also

known as “objects”) with the ability to dynamically and auton-

omously interact with other devices. This requires that the

objects be readable, recognizable, locatable, addressable and/or

controllable [65]. The objects are responsible for controlling and

managing energy generation and distribution systems that

comprise a smart grid, such as RTUs, sensors, actuators, smart

meters, phasor measurement units, mobile robots, vehicular

nodes, storage devices, RFID tags and even the handheld

interfaces used by human operators. The interoperation of these

objects under a common communications infrastructure has led

to a new concept called the Internet of Energy. The Internet of

Energy is an infrastructure that is based on standards and

interoperable communications technologies and protocols that

interconnect energy networks with the Internet, enabling power

units to be available when they are needed [14,46].

Wireless sensor networks also play a crucial role in infra-

structure protection. According to [28,64], this technology and

its smart objects (i.e., sensor nodes) can autonomously main-

tain control of a system, as well as detect, track and alert to

threatening situations. The collaborative capabilities of wire-

less sensor networks make them one of the most sought after

technologies for deployment in diverse critical infrastructure

applications. In addition, their standalone and smart features

enable them to adapt to the environmental conditions without

losing functionality. Conventional sensors can work with

4 MHz, 1 KB of RAM and 4–16 KB of ROM whereas typical

industrial nodes are configured with 4–32 MHz, 8–128 KB of

RAM and 128–192 KB of ROM. The deployment of such devices

depends on several factors, among them the criticality of the

application context and the protection needs. Moreover, the

devices can support the construction of prevention and res-

ponse tools such as early warning systems and intrusion

detection systems [3,5]. They can form part of an observation

system that is in charge of perception, tracking, detection and

alerting about anomalies or anomalous events. This also

means that critical systems should require special invest-

ments in new technologies for (near) real-time control as well

as technological components for security and protection.

The technologies described in this section have been

incorporated in automated substations for the power grid. In

fact, the American Recovery and Reinvestment Act (ARPA) of

2009 funded the creation of around 100 automated substations

with thousands of sensor nodes to detect changes and prevent

local and regional power blackouts [72]. The vast majority of

these automated substations will be connected to the smart

grid using the 6LowPAN standard [50], interacting with system

objects compatible with the IPv6 [15] via Internet protocols for

the smart grid. However, providing adequate interactivity from

anywhere, anytime via the Internet can be a challenging task.

Some studies (e.g., [11]) indicate that the full integration of

sensors with the Internet using TCP/IP is a problem that

remains to be addressed in order to increase connectivity

and capacity. For example, if sensors are fully integrated into

the Internet, any maintenance procedure of firmware could

render portions of the system non-operational. On the other

hand, the heterogeneity of objects and their arbitrary connec-

tions also increase incompatibilities [65], potentially resulting

in an infrastructure that is more susceptible to vulnerabilities

and threats.

4. Business continuity

This section focuses on the requirements imposed on critical

information infrastructures (e.g., SCADA systems) in order to

protect critical infrastructures (e.g., energy substations) and

the requirements for protecting the communications infra-

structure itself. Much of the discussion in this section is

based on [7], which formally analyzed the operational and

security requirements for control systems using dependency

relationships [62].

In order for critical infrastructures to trust the good perfor-

mance and reliability of information and communications

technologies to manage their sensitive information, a set of

functional services and requirements must be satisfied by

critical information infrastructures. The requirements include

performability, interoperability, scalability, extensibility, avail-

ability, reliability, resilience, safety criticality, autonomy and

self-healing, usability, trust and collaboration between hetero-

geneous objects to address anomalous and threatening situa-

tions while maintaining fault tolerance and security.

The three first requirements are needed to adapt new

hardware and software to existing resources. Interoperability is

concerned with the ability of systems and organizations to work

together to carry out a common goal. This concept is normally

applied to engineering systems that involve various social,

technical, political and organizational aspects, all of which play

an essential role in business continuity [7]. This also means that

control systems should ensure that existing resources as well as

new resources can cooperate and interact with each other with-

out impacting system functionality, communications protocols,

industrial devices, software-based control components and

security services. To this end, it is beneficial if certain portions

of a system are responsible for defining and maintaining the

governance of the entire system. Governance focuses on the

development, implementation and adherence of security poli-

cies and technical specifications, as well as the access and

availability of technical and legal documents.

Scalability refers to the ability to add or remove hardware

resources; extensibility is related to the ability to extend or

modify system software resources (e.g., security services and

control applications) [17,86]. The introduction of new

resources should not trigger changes to the services provided

by a critical system. Note that scalability and extensibility do

not necessarily guarantee interoperability and compatibility

with existing resources. Therefore, it is necessary to specify

and comply with technical and legal constructs such as

policies, standards, recommendations and good practices.

Availability and reliability are two closely related concepts.

Availability corresponds to the probability that a system

delivers services when they are required at a time instant

Tz. In contrast, reliability corresponds to the probability that

a system can deliver services properly and their availability

does not drop during the time period ½Tx;Ty�where Tz A ½Tx;Ty�

[33]. This relationship between the two properties means that

if a control system needs to execute certain operations to

perform commands (e.g., open or close a valve), the normal
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sequence of execution of the information infrastructure and

the intermediary objects should not be disrupted or delayed.

Otherwise, services delivered by the underlying system will

not be available when they are needed and, therefore, the

system will not be reliable.

Quality of service is also an important property because a

disruption or alteration of a system due to faults, incidents,

errors or threats could put the performance of an entire

infrastructure at risk. Zheng and Lyu [84] have designed an

adaptive quality-of-service-aware fault-tolerance strategy for

web services based on a service-oriented architecture in order

to dynamically adjust system parameters to their optimal

fault-tolerant configurations. To develop a suitable quality of

service strategy for critical systems, it is advisable to consider

additional parameters such as the level of heterogeneity,

variable nature and interactivity of the environment, network

topology, weaknesses associated with objects, as well as

interdependencies between nodes and systems. This would

make it possible to adjust the essential parameters and

design robust infrastructures with the ability to control faults

and incidents.

Resilience and robustness are properties that help face

adverse or threatening situations. In general, a system under

threat should guarantee its functionality at all times even if

certain parts of the system are seriously compromised. A

fault could trigger a cascading effect due to internal depen-

dencies existing between resources and system elements. For

example, a software error in a network resource (e.g., gate-

way) could generate a progressive effect that might delay or

interrupt essential operations, perhaps even isolate critical

system components such as substations. If such an effect is

not controlled properly, it could traverse the boundary of a

critical system and ultimately impact the business continuity

of other critical infrastructures.

Safety-critical aspects must be considered in order to control

cascading effects [7]. The property of safety criticality involves

avoiding or mitigating the propagation of effects between

critical infrastructures, which could result in physical and

physiological damage, injuries and deaths. To prevent these

situations from occurring, control networks should incorporate

autonomous, dynamic and intelligent approaches and ensure

prevention and response in an efficient and timely manner.

Another important property is usability. Any user (expert or

not) must be able to interact with a system via an intuitive

interface. Thismeans that interfaces should be designed tomake

information (such as alarms and sensor readings) easy to under-

stand and to facilitate options for speeding up critical operations

(such as managing actions in the field). In addition, when

multiple heterogeneous objects are involved, the interfaces must

map and manage information without delaying operational

tasks; in threatening situations, they should help identify the

exact locations of affected systems so that immediate responses

can be implemented. Finally, environmental heterogeneities, the

presence of different networks, topologies and objects, and the

deployment of myriad services and applications should not

impact business continuity and operational activities.

Collaboration between objects is vital in heterogeneous

environments. For example, any active object in a system

must know how to collaborate with other objects in a secure

and transparent manner, and how to perform its tasks.

In addition, all the objects should be trustworthy and should

trust the information exchange to ensure rapid responses in

adverse scenarios. Trust services can be also extended to

application contexts where new technologies and infrastruc-

tures (such as cloud computing) play essential roles. If a

system depends on a cloud computing infrastructure to store

backup instances, then the critical infrastructures must be

able to trust the cloud infrastructure and its elements (i.e.,

providers) for its management operations.

Fault tolerance is a requirement that should be considered

in any critical environment to ensure business continuity in

the face of hardware and software faults. One way to control

faults is through strict security policies, maintainability and

testability based on validation and verification processes,

along with redundancy and dynamic approaches for fault

detection, fault restoration and fault removal. These solu-

tions make more sense in environments that incorporate

different types of networks and myriad interacting objects

[65]. Finally, security aspects should be addressed in the

entire SCADA architecture to ensure availability, integrity

and confidentiality of information and resources.

5. High priority protection areas

This section discusses high priority areas for critical infrastruc-

ture protection. The areas include governance and security

management, secure network architectures, self-healing, mod-

eling and simulation, wide-area situational awareness, foren-

sics and learning, and trust management and privacy. These

areas constitute the foundation of a “protection pyramid” for a

critical information infrastructure.

5.1. Governance and security management

Governance is concerned with security controls (i.e., actions)

that are used to manage an organization. The controls are

defined in terms of security policies, standards, best practices

and recommendations.

Security controls and their abstractions help regulate the

overall behavior of a system made up of physical and virtual

entities. These include human entities (e.g., staff members,

providers and customers) and hardware/software entities

(e.g., applications, services, resources and objects). To ensure

interoperability between entities, a set of behaviors must be

specified according to the type of application domain and its

criticality, the interdependencies existing between organiza-

tions and resources, the information architecture and its

coexistence with engineering systems, information manage-

ment and the associated risks. Important issues that must be

addressed by security controls include where, what, how and

when an action can change the functionality of a system, and

who or what should do it.

According to a control systems security report published

by the U.S. Department of Homeland Security [74], security

controls can be categorized as: organizational security sub-

controls and operational sub-controls:

� Organizational security sub-controls: This category refers to

security controls that are related to the organizational
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management (physical and cyber) of a system. The controls

include security policy, organizational security, personnel

security, physical and environmental security, strategic

planning, security awareness and training, monitoring

and reviewing control system security policy, risk manage-

ment and assessment, and security program management.
� Operational sub-controls: This category refers to security

controls that enable a system to perform activities (e.g.,

operational control and sensitive information manage-

ment) securely. The controls include system and services

acquisition (e.g., allocation and acquisition of control sys-

tem assets, software and services), configuration manage-

ment, information and document management, system

development and maintenance, system and communica-

tions protection, incident management and response, sys-

tem and information integrity, access control, audit and

accountability, and media protection.

Standards and recommendations dealing with organizational

and technical aspects have been proposed. Representative

standards for information systems and SCADA communications

systems include NIST 800-53 [55], NISTIR 7628 for smart grids

[52,53], IEC 62351 [36], WirelessHART and ISA100.11a. Traditional

standards, that are also useful, include ISA 99-1 and ISA 99-2

[42], ISO 17799 [37], ISO 27001 [40], ISO 27002 [39], ISO 19791 [38],

among others. Aside from these standards, organizations should

also use recommendations and guidelines for critical control

systems to align their business models with an effective

protection framework such as NERC CIP-2 [56], GAO-04-140T

[75], IEEE 1402 (physical security of energy substations) [34]

and API 1164 [13]. Tables 1 and 2 summarize the security

sub-controls described above. Note that the majority of the

standards and recommendations in the tables cover the orga-

nizational and operational aspects.

Security assessments should be included as part of the

governance of a critical system and its security management.

An assessment involves detailed reviews of the system

architecture, its interconnected objects and entities, and the

information system to ensure that they comply with the

security policies and the business model. Maintenance and

auditing activities facilitate security assessments. Mainte-

nance focuses not only on modifying or repairing faults, but

also on satisfying new requirements, improving performance,

reducing costs by simplifying future maintenance and enab-

ling adaptation to changing environments. Auditing involves

checking whether or not the architecture complies with the

requirements imposed on the system. To properly address

accountability aspects, issues related to responsibility and

activity (e.g., storage, access and format) should also be

addressed in security policies.

5.2. Secure network architectures

Underlying every SCADA network architecture is a substan-

tial deployment of hardware and software resources, which

include the Internet, web-based SCADA interfaces, wireless

communications systems and automation and control tech-

nologies. Clearly, it is vital to secure the SCADA networks as

well as their underlying resources to the extent possible.

The U.K. National Infrastructure Security Coordination Centre

(NISCC) [51] has specified good practices for firewall deployment

in SCADA and process control networks. The good practices state

that a critical network should be divided into three main zones:

firewalls, intrusion detection systems and demilitarized zones.

Table 1 – Compliance with organizational and operational standards for critical control systems.

Security control Organizational and operational standards

NIST

800-53

NISTIR

7628

ISA

99-1

ISA

99-2

ISO

177799

ISO

27001

ISO

27002

ISO

19791

Organizational security sub-controls

Security policies ✓ ✓ ✓ ✓ ✓ ✓ ✓

Personnel security ✓ ✓ ✓ ✓ ✓ ✓ ✓

Physical and environmental security ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Strategic planning ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Security awareness and training ✓ ✓ ✓ ✓ ✓ ✓

Monitoring and reviewing sec. policy ✓ ✓ ✓ ✓ ✓ ✓ ✓

Risk management and assessment ✓ ✓ ✓ ✓ ✓ ✓ ✓

Security program management ✓ ✓

Operational security sub-controls

System and services acquisition ✓ ✓ ✓ ✓ ✓ ✓ ✓

Configuration management ✓ ✓ ✓ ✓ ✓ ✓ ✓

System and communications protection ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Information and document

management

✓ ✓ ✓ ✓ ✓ ✓

System development and maintenance ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Incident management and response ✓ ✓ ✓ ✓ ✓ ✓ ✓

System and information integrity ✓ ✓ ✓ ✓ ✓

Access control ✓ ✓ ✓ ✓ ✓ ✓ ✓

Audit and accountability ✓ ✓ ✓ ✓ ✓ ✓ ✓

Media protection ✓ ✓ ✓ ✓
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A firewall is responsible for delimiting the system boundaries; it

analyzes incoming and outgoing network traffic and determines

whether or not the traffic should be allowed based on predeter-

mined rules (e.g., messages IDs should be unique and identifi-

able). An intrusion detection systemmonitors network traffic and

system processes to detect and mitigate activities that violate the

established security policies. A SCADA system may incorporate

network intrusion detection systems as well as host intrusion

detection systems. A network intrusion detection system is an

independent platform that identifies intrusions by examining

network traffic; its sensors are strategically deployed at vulner-

able locations to enable network packet capture and the analysis

of the contents of individual packets. A host intrusion detection

system functions in the samemanner, except that it concentrates

on a host instead of a network. A demilitarized zone is a physical

or logical sub-network that exposes limited services to untrusted

networks, usually the Internet or corporate networks. Servers are

typically configured within a demilitarized zone to maintain

historical information (e.g., alarms, measurements and executed

processes); the information is usually secured from unauthorized

access using authentication and encryption.

The configuration of the three zones according to the NISCC

good practices corresponds to the first line of defense for control

systems, where access to critical servers is protected using a

defense-in-depth approach. However, the proprietary nature of

SCADA protocols makes it difficult to use conventional security

mechanisms to construct the zones. The vast majority of

security mechanisms do not fit in well with SCADA require-

ments and policies. For example, intrusion detection systems

have to employ highly specific rules to model SCADA protocol

characteristics, which hinder scalability and extensibility. Like-

wise, rules created for intrusion prevention systems must be

defined so that they do not put the SCADA system at risk.

Consequently, it is necessary to identify dependencies between

services and applications and use the knowledge to segment,

isolate and protect critical areas (e.g., alarm management

applications). One way to achieve this is to reduce visibility

using appropriate access control mechanisms, privileges or

roles, or even hardcoded restrictions in firewalls and intrusion

detection systems.

Privileges and roles must be assigned according to respon-

sibility areas, functionality and trust, and knowledge and

Table 2 – Compliance with technical standards, recommendations and guidelines for critical control systems.

Security control Technical

standards

Recommendations

and guidelines

IEC

62351

FIPS

140-2

WirelessHART ISA100.11a ZigBee AGA

12-1

AGA

12-2

NERC

CIP

GAO-

04-140T

IEEE

1402

API

Sec

Organizational security

sub-controls

Security policies ✓ ✓ ✓ ✓ ✓ ✓ ✓

Organizational

security

✓ ✓ ✓

Personnel security ✓ ✓ ✓ ✓ ✓

Physical and

environmental

security

✓ ✓ ✓ ✓ ✓ ✓

Strategic planning ✓ ✓ ✓ ✓ ✓

Security awareness

and training

✓ ✓ ✓ ✓ ✓

Monitoring and

reviewing sec. policy

✓ ✓ ✓

Risk management and

assessment

✓ ✓ ✓

Security program

management

✓

Operational security sub-controls

System and services

acquisition

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Configuration

management

✓ ✓ ✓ ✓ ✓ ✓ ✓

System and

communications

protection

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Information and

document

management

✓ ✓ ✓ ✓ ✓ ✓ ✓

System development

and maintenance

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Incident management

and response

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

System and

information integrity

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Access control ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Audit and

accountability

✓ ✓ ✓ ✓ ✓ ✓ ✓

Media protection ✓ ✓ ✓
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experience. The access control policies should be supported

by security mechanisms, specialized software and electronic

devices (e.g., biometric systems, smart cards and electronic

keys). However, it is important to be aware that some current

SCADA architectures are designed to rely on simple authen-

tication mechanisms based on passwords where responsibil-

ities are created with permissions that limit actions. This

forces the system to frequently update security credentials,

check and close inactive accounts, limit the number of active/

inoperative sessions and automatically block accounts with

multiple failed login attempts.

In addition to securing the network architecture, it is neces-

sary to protect communications channels from external access.

Confidentiality can be maintained using security mechanisms

that support encryption; examples include tunneling mechan-

isms that provide secure virtual connectivity between networks

(e.g., virtual private networks) or “bump-in-the-wire” devices

(e.g., a device positioned between the RS/EIA-232 port of an RTU

and a modem). One of the first organizations to work on SCADA

cryptography was the American Gas Association, which pub-

lished two key reports: AGA-12 Part 1 [29] and AGA-12 Part 2 [29].

Both reports deal with the use and implementation of crypto-

graphic services in serial channels and protocols based on

sessions using authentication services and symmetric keys gen-

erated by AES and SHA-1.

Integrity and authentication can be implemented using

security mechanisms or services recommended by SCADA

security standards such as IEC 62351 [36]. This standard

recommends the use of TLS/SSL protocols and digital

certificates, message authentication code, key interchange

(at least 1024 bits) and cryptographic services such as RSA

and DSS.

It is worth mentioning that the TCP/IP security services

offered by RFC 6272 for IPv6 was recently specified for smart

grid networks [15]. When the environment is composed of

objects such as industrial sensors, it is also necessary to

consider security services for their communications proto-

cols. Each communications protocol defines its own security

restrictions according to its protocol stack. For example, the

security in the PHY and MAC layers of ZigBee, WirelessHART

and ISA100.11a depend on the IEEE 802.15.4 standard, which

offers hardware support for 128-bit AES and a message

integrity code (MIC)/message authentication code (MAC) with

32/64/128 bits. The MIC has three main fields: a frame control

(that includes a security mode, unique counter for relay and

key identifier), security control and data payload. In addition,

IEEE 802.15.4 provides sensor nodes with an access control

list containing trusted neighbor nodes for authenticating

peers involved in communications.

Depending on the application context (e.g., open or closed

environment) and the computational capabilities of the

embedded devices (e.g., sensor nodes), network designers

must define the security and network parameters necessary

to provide adequate protection. An ideal tool for the purpose

is SenseKey, an extensible and scalable tool that helps select

the most suitable key management schemes based on per-

formance, resilience, scalability, extensibility and global/local

communications. SenseKey supports key management

schemes for several SCADA communications protocols,

including ZigBee, ISA100.11a and WirelessHART [9].

It is vital that changes to network and routing configura-

tions do not cause network congestion or impact the quality

of service. The specific protocol being used must be consid-

ered when attempting to adapt a network deployment; this is

because each protocol has its own stack architecture, require-

ments and connectivity conditions. For example, most wire-

less communications standards applicable to wireless sensor

networks (e.g., ISA100.11a, WirelessHART and Zigbee) are

based on the IEEE 802.15.4 standard that specifies their PHY

and MAC layers. The remaining layers, which are implemen-

ted above this standard, depend on the protocol features. For

example, Zigbee defines its own network layer (where the

nodes follow a many-to-one network topology) and applica-

tion layer. The application layer incorporates two important

sub-layers: ZigBee Device Object and Application Framework.

5.3. Self-healing

The notion of self-healing has its origins in research on fault-

tolerant systems. A self-healing system can handle transient

or permanent faults through local and individual actions and

reach an acceptable state. In order to achieve fault tolerance, it

is necessary to address issues related to redundancy, coordi-

nation and self-stabilization [59]. Redundancy enables a sys-

tem to autonomously recover in adverse situations; this is

achieved by maintaining redundant (backup) copies at strate-

gic locations or duplicating functionalities. Coordination

enables a system to autonomously handle concurrency and

consistency in distributed environments involving interac-

tions between diverse entities (e.g., software processes, human

operators and control resources). To achieve this, the coordi-

nation must be supported by synchronization mechanisms

based on actuation policies that regulate all actions between

entities. The actuation policies should preclude unauthorized

access and avoid unsuitable actions that result in interruption,

alteration or damage during system operations.

Redundancy should also consider synchronization

because system components could have transient faults

due to coordination problems. For example, redundant (hard-

ware and software) resources can fall into unplanned states

due to the discordant execution of processes or inconsistent

parameters or variables. One way of mitigating unforeseen

states is to use Dijkstra's notion of self-stabilization [23] to

dynamically control arbitrary transient faults by converging

to normal states in a finite number of steps.

Although self-stabilization research is still in its infancy,

some approaches in the literature can be applied to critical

systems. For example, Datta et al. [22] have proposed an

approach for dynamically controlling mutual exclusion in

distributed networks, where critical sections between succes-

sive executions are dependent on an arbitrary distributed

scheduler. Chen and Welch [18] have similarly proposed a

self-stabilizing approach for controlling mutual exclusion

using token ad hoc networks with arbitrary mobile resources.

5.4. Modeling and simulation

The modeling and simulation of multiple infrastructures is a

challenging research area. The goal is to model and simulate
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normal and anomalous behaviors in order to analyze com-

plexities, infrastructure resilience and the functionality of

fault-tolerance mechanisms. This implies a study of the

causes, risks, consequences and effects by mapping and

visualizing a global representation of the existing entities,

objects and resources, as well as their interconnections,

irregular behaviors and interdependent relationships.

Modeling and simulation also provide insights into beha-

viors associated with infrastructures and their interrelation-

ships to improve business continuity from a socio-economic

point of view. For example, an organization could (i) compute

the long-term technical or economic situation according to

existing interdependencies and their impact on economic,

social and legal aspects; (ii) locate weak spots in existing

infrastructures to optimize future investments; (iii) study the

social impact of large-scale disruptions; (iv) optimize the

deployment of resources and objects; and (v) define strategic

plans for preparedness and mitigation. Modeling and simula-

tion can also be used to refine governance and security

management via new policies and strategic business and

market plans, contingency and emergency plans, and recov-

ery and mitigation plans.

According to Rinaldi [62], there are six possible ways of

modeling and simulating systems: (i) aggregate supply and

demand approaches that analyze the loss of infrastructure

assets; (ii) physics-based models using standard engineering

techniques to evaluate the physical aspects of infrastruc-

tures; (iii) agent-based models for expressing operational

functionalities and physical states of infrastructures; (iv)

population mobility models for understanding how mobile

consumers affect the integrity of an infrastructure; (v) Leon-

tief input-output models for analyzing risk in interdependent

infrastructures under time dependencies; and (vi) dynamic

simulation approaches for visually representing infrastruc-

ture operations and the effects of disruptions. Interested

readers are referred to [60] for an analysis of many of these

techniques along with the modeling and simulation chal-

lenges. Among the most important challenges are the com-

plexity of interdependent infrastructures, simulation time

frames, types and numbers of samples and observed events,

and data collection.

5.5. Wide-area situational awareness

One of the challenges that must be addressed is the avoidance

and mitigation of the collateral effects caused by faults and

attacks. According to the National Institute of Standards and

Technology (NIST) and Federal Energy Regulatory Commission

(FERC), this is a priority research area for critical infrastructures

such as smart grids. This priority area, known as wide-area

situation awareness [8,54], focuses on monitoring critical sys-

tems located over large geographic areas in near real-time,

ensuring the prevention, detection and response to problems

before they escalate and cause serious disruptions.

Prevention and detection focus on anticipating and detect-

ing internal or external faults that produce deviations from

the normal state. This requires effective proactive tools that

are normally supported by high-level security services. For

example, an anomaly prevention service would ideally recog-

nize anomalous occurrences at any given instant of time (i.e.,

fault detection) or in advance (i.e., fault prevention). The

former (fault detection) is performed by intrusion detection

systems that monitor network traffic using patterns, rules

and knowledge of past events. The latter (fault prevention)

relies on automated, dynamic tools such as early warning

systems that can predict the presence of faults.

Incident response makes use of reactive and recovery tools

that enable a system to automatically and rapidly address

threatening situations. The tools must be configured to ensure

business continuity. An example reactive tool is Event Mon-

itoring Enabling Responses to Anomalous Live Disturbances

(EMERALD), which can trace malicious activities across large

networks and initiate attack isolation and automated response

[69]. Recovery tools are responsible for addressing faults as

well as enabling a system to move to its normal operating

state. An example is a tool developed by the SELFMAN Project

[68], which implements self-healing in large-scale distributed

systems by automatically and dynamically handling, reconfi-

guring and recovering from anomalous states. These protec-

tion services depend on technologies such as the Internet, GPS,

mobile ad hoc networks and wireless sensor networks [10]. The

Internet and GPS offer global connectivity, geolocation and

visualization of the physical points that require particular

attention. Mobile ad hoc networks provide local connectivity

to attend to a situation in situ and in real time while wireless

sensor networks support continuous monitoring, detection,

tracking and alerting to threatening situations. Despite many

advances, much research remains to be done in the area of

wide-area situational awareness. In particular, many situa-

tional awareness approaches do not ensure complete protec-

tion based on prevention, detection and response [54], nor do

they satisfy the unique conditions and prerequisites of indus-

trial control environments (e.g., efficient, rapid and 24/7

operational performance) [7].

5.6. Forensics and learning

After anomalous symptoms, faults or failures have occurred,

it is important to promptly conduct comprehensive analyses

to determine the root causes and ultimately develop and

implement countermeasures. This task is primarily forensic

in nature. For this reason, the Colloquium for Information

Systems Security Education (CISSE) [21] has created a working

group to devise dynamic techniques applicable to mission-

critical environments that are based on sound forensic

methodologies. Given the geographic scale of critical infra-

structures, forensic methodologies should be applicable

remotely, on demand and in any mode (on-line, off-line or

in situ) without impacting system performance or business

continuity. One way to address this challenge is to ensure

that redundant systems are available when applying forensic

methodologies.

It is important to consider the constraints imposed by

the operational environment when implementing forensic

methodologies. The constraints may be associated with

architectural complexities and interdependencies, dependen-

cies on information and communications technologies and

components developed by third parties (i.e., COTS compo-

nents), and the deployment of heterogeneous technologies.

The computational and storage limitations of field devices
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could limit the application of forensic methodologies for

gathering and analyzing evidence. Therefore, it is necessary

to develop lightweight mechanisms to support evidence

collection, analysis and correlation from constrained field

devices such as sensors, handheld interfaces, smart meters

and RTUs. One solution for evidence collection is to use

powerful external storage devices to capture traffic without

affecting system performance. Network traffic and network

event data from intrusion detection systems and network

sensors could also be leveraged for forensic analyses.

The results of correlations and analyses could serve as

valuable input to learning techniques. The learning techniques

could endow a systemwith dynamic and autonomous decision

making capabilities. A system could, for example, learn from

sequences of anomalous events and automatically generate

new patterns and rules to implement rapid response. Data

mining [81] techniques have been leveraged to predict and

discover new behaviors using sequential patterns [32] and time

series and statistical analyses [66]. Research on lightweight

learning mechanisms is a priority for complex and dynamic

systems used in critical infrastructures and other mission-

critical environments.

5.7. Trust management and privacy

As mentioned previously, a simple way to compute trust is

through reputation – a mathematical concept that enables a

system to enhance its decision making processes and its

ability to compute the level of reliability of observed entities.

An initial incident management framework for control sys-

tems that leverages these benefits is proposed in [1]. This

framework monitors and assigns alarms based on incident

severity and the availability of experienced personnel to assist

in emergency situations. Computations of trust or reputation

can be performed using approaches based on logic, graph

theory or Bayesian networks [44].

Concerns about privacy have recently been raised regarding

smart grids. The bi-directional advanced metering infrastruc-

ture used in smart grids enables electric utilities to increase

efficiency and reduce costs, but the data pertaining customer

usage behavior that is collected, stored and analyzed can pose

significant threats to personal privacy. In particular, customer

activity patterns can be deduced from signals received from

home appliances called load signatures or power fingerprints

[83]. Kalogridis et al. [45] have proposed a power management

model based on the use of batteries in appliances to register

different load signatures within smart meters, thereby hiding

the real electricity usage patterns. Additional research is

needed to develop cost-effective, robust privacy solutions for

home appliances and smart meters.

Concerns about location-based privacy should also be

addressed with regard to the locations of industrial devices

and other sensitive assets [85]. Most of the approaches pro-

posed for protecting location information rely on intrinsic

features of signals (e.g., strength and coverage) and network

traffic [48]. It is imperative to prevent unauthorized entities

from inferring device location by analyzing network traffic [57].

Additional research is needed in this area, especially with

regard to developing flexible, lightweight solutions for protect-

ing field devices.

6. Conclusions

The scale and diversity of critical infrastructures, and in parti-

cular, industrial control (SCADA) systems, require the design

and deployment of numerous protection measures. Protection

efforts should focus on traditional security mechanisms for

detecting and responding to threats as well as intelligent

systems that can proactively identify vulnerabilities and faults

that can be exploited by attackers. This paper has analyzed the

relevance of new technologies in automation and control, along

with the need to protect industrial control systems that inte-

grate new and legacy technologies. Several requirements and

challenges related to infrastructure protection are discussed.

Priority areas for research include governance and security

management, secure network architectures, modeling and

simulation, wide-area situational awareness, forensics and

learning, and trust management and privacy. It is hoped that

the discussion of requirements and challenges will stimulate

renewed efforts at protecting critical infrastructure assets in

general and industrial control systems in particular.
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