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Abstract—Droop control strategy enables the microgrid switch
between grid-connected and islanded mode flexibly, and easily
realizes the “plug and play” function of distributed generation
and loads, which has recently aroused great concerns. However,
small disturbances may occur during the changing process and
eventually yield transient oscillation, thus the focus of micro-
grid control is how to switch smoothly within different operation
modes. In order to improve the dynamic characteristics of an
inverter-based microgrid, this paper derived a precise small-
signal state-space model of the whole microgrid including droop
controller, network, and loads. The key control parameters of
the inverter and their optimum ranges, which greatly influence
the damping frequency of oscillatory components in the tran-
sient response, can be obtained through eigenvalue analysis. In
addition, genetic algorithm is introduced to search for optimal
settings of the key parameters during time-domain simulation in
MATLAB/Simulink. Simulation results verified the effectiveness
of the proposed small-signal dynamic model and optimization
algorithm, and enhanced the dynamic performance of the micro-
grid, which can be the reference for parameter design of droop
control in low voltage microgrids.

Index Terms—Droop controller, microgrid, small-signal anal-
ysis, dynamic model, genetic algorithms, control optimization.

I. INTRODUCTION

W
ITH THE energy crisis and environmental pollution

becoming more and more serious recently, the energy

sector is moving into an era where main increases in electrical

energy demand will be met through widespread installation of

distributed generation (DG). Microgrid is an advanced operat-

ing regime for the application of DGs, which is formed into

an independent control unit consisting of a cluster of DGs,

controllers, energy storages and loads [1], [2]. This regime

can maintain the reliability of network and solve a series of

problems caused by large-scale DG access, thus become an

advanced scheme for future power supply and an important

part of smartgrid construction [3].
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Microgrids can be operated in either autonomous or grid

connected mode, which can freely access to the utility grid [4].

However, due to the low physical inertia of microgrid [5], the

dynamic response is much quicker than the traditional rotat-

ing machines which make the system potentially susceptible to

oscillation resulting from network disturbances [6]. Therefore

one of the important concerns in the reliable operation of

a microgrid is small-signal stability. It is quite essential to

analyze the small-signal model and select different parame-

ters of controller or filter, in order to maintain power quality

within the regulated range and enhance the dynamic perfor-

mance. The stability analysis in conventional power system is

well established with the network dynamics usually neglected,

however in microgrids, modeling of the complete small-signal

dynamic equation for microgrids may be difficult to obtain

because of complexity and diversity of the control strategy

of DG. As a result, modeling and performance analysis of

small-signal for microgrid has gradually become one of the

concerning issues.

Previous studies show that there is a close relationship

between the stability of microgrid and the parameters of power

sharing by root locus or sensitivity analysis. Reference [7]

developed all the sub-modules of small-signal model in

the local frame of each inverter, and analysis of the sys-

tem eigenvalues showed that the dominant low-frequency

modes were highly sensitive to the parameters of the power

sharing controller of DG. However the model is too com-

plex and need to be simplified in practical application.

Reference [8] and [9] showed the relationship between sta-

bility and affecting factors as loads droop gain, and the

equivalent line impedance. But it only obtained the regular

pattern of parameters variation and did not put forward any

specific optimization scheme. Reference [10] employed par-

ticle swarm optimization algorithm to search for the optimal

settings of the control parameters for microgrids, however the

searching constraint is difficult to determine without analy-

sis of small-signal model. Reference [11] proposed Particle

Swarm Optimization(PSO) algorithms for the droop con-

trollers of inverter-interfaced DGs by dynamic model, but

it only considered the impact of PI controller parameters,

thus results were not comprehensive and still needed further

improvement.

In addition, the control strategies for microgrid are various,

and have their own small-signal model to embody the steady-

state and dynamic performance. By analyzing the small-signal
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model, proper parameters will be chosen to fulfill better sta-

bility and dynamics. Control of microgrids in both two modes

can be classified into three kinds, PQ control, V/f control

and droop control. Reference [12] and [13] presented that the

droop control could be applied to both two modes, ensuring

that all DGs have the same position and achieve the rea-

sonable distribution of load without communication, which

avoided transient oscillation during the switch of operation

modes and realized the "plug and play" function of DG. In

recent years, researches on droop control in both AC and

DC microgrids have been conducted with the goal of equal

power sharing and less circulating current. Several control

strategies have been adopted, such as the double-layer hierar-

chical control strategy [14], the adaptive droop control method

based on droop index [15] and the three-layer droop con-

trol method [16] in dc microgrids. Reference [17] proposed

a novel droop control strategy that considers the impact of

complex impedance condition to achieve accurate power shar-

ing. Reference [18] came up with a virtual flux droop method

to achieve lower frequency deviation.

In this paper, the small-signal dynamic modeling of droop

controller for the whole microgrid is derived and improved,

and then genetic algorithm (GA) is used to optimize the

operation characteristics of the microgrid. The remainder

of this paper is organized as follows. Section II presents

a typical microgrid structure based on droop control. In

Section III, modeling of inverter, network, and load is pre-

sented and a complete microgrid small-signal equation is

obtained. In Section IV, the relationship between the stability,

power sharing dynamic performance and parameters are ana-

lyzed by using eigenvalue analysis, meanwhile optimization

domain is calculated. Section VI proposes the optimization

objective function and GA optimization procedure during

dynamic switching process. In Section VII, evaluation results

in Simulink are provided to demonstrate the effectiveness of

the proposed small-signal model and optimization scheme.

Conclusions are drawn in Section VIII.

II. MICROGRID SYSTEM BASED ON DROOP CONTROL

Emulating the principle of the governor of a conventional

synchronous generator, droop control can achieve accurate

power sharing between different DGs to balance sudden

disturbances through the linear droop characteristic of fre-

quency to active power ( f − P) and voltage magnitude to

reactive power (u − Q). The controller is formed by three

loops: 1) power-sharing control, used to set the frequency

and magnitude for the fundamental voltage of the inverter

according to the droop coefficients; 2) voltage control, yield

close control of the output voltage and synthesize the ref-

erence current vector; and 3) inner current control, rapidly

response to the filter-inductor current, reject high frequency

disturbances and generate voltage vector signal to pulse-width

modulation (PWM) module [19].

A typical microgrid discussed in this paper is shown in

Fig. 1. It contains two DGs which are all assumed to be

DC source, on account of that most kinds of energy sources

such as wind or solar can be considered as DC source after

Fig. 1. Microgrid equivalent circuit and control structure.

Fig. 2. Block diagram of power controller.

rectification. Every DG connects a local static load through

a three-leg inverter, LC filter Lf and Cf , and coupling induc-

tor Lc, then connects to the AC bus with common load through

line impedance Rline and Lline. When the Point of Common

Coupling (PCC) connecting the AC bus and utility grid is off,

the microgrid will operate in autonomous mode.

III. MICROGRID SMALL-SIGNAL MODELING

In this section, the microgrid shown as blocks in Fig. 1 are

analyzed and expressed in terms of mathematical equations.

These equations are nonlinear and need to be linearized around

an operating point to form the small-signal model and study

the system stability.

The small-signal dynamic model of the whole microgrid

system is divided into three major sub-modules: paralleled

inverters, network, and loads [20]. We will firstly build the

small-signal model of the sub-modules separately and then

combine them to obtain the model of the whole system.

A. Droop-Controlled Inverters and Interface Circuit

DG units are commonly interfaced to the microgrid network

by voltage-source three-phase bridge inverter (VSI), output LC

filter and coupling inductor. Neglecting the effect of its high

switching frequency, the droop controller of a VSI consists of

three parts, power sharing controller, voltage and current close-

loop controller. The dynamic model of each part is derived as

follows respectively.

1) Power Controller Modeling: The basic idea of power

sharing function is to balance any increase in the load by

decreasing the frequency and voltage amplitude of the system

according to the droop characteristics. As shown in Fig. 2.

The instantaneous active power and reactive power are cal-

culated from the measured output voltage and current through
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Fig. 3. Block diagram of voltage controller.

the two-axis theory. To achieve high power quality, the aver-

age powers corresponding to the fundamental component are

obtained by means of a low-pass filter:

⎧

⎪

⎨

⎪

⎩

P =
ωc

s + ωc

(

uodiod+uoqioq

)

Q =
ωc

s + ωc

(

uodioq − uoqiod

)

(1)

where ωc represents the cut-off frequency of low-pass filter;sis

the Laplace transform factor; uod, uoq, iod and ioq are the out-

put voltages and currents in the dq reference frame. Thus the

small-signal dynamic model of power control is given by:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�Ṗ = −ωc�P + ωc

(

Iod�uod + Ioq�uoq

+ Uod�iod + Uoq�ioq

)

�Q̇ = −ωc�Q + ωc

(

Ioq�uod − Iod�uoq

− Uoq�iod + Uod�ioq

)

(2)

In paralleled inverter system, the fundamental voltage and

frequency are set by the droop gain, which can be defined as:

⎧

⎨

⎩

ω = ωn − mp(P − Pn)

u∗
od = Un − nqQ

u∗
oq = 0

(3)

where mp, nq are the static droop gains. The small-signal

models of the frequency and voltage in two-axis are:

⎧

⎨

⎩

�ω = −mp�P

�u∗
od = −nq�Q

�u∗
oq = 0

(4)

In order to convert all the variables from each inverter

reference to a common frame, the angle difference between

the d-q frame of each inverter and common D-Q frame is

defined as:

δ =

∫

(ω − ωcom)dt (5)

where ωcom is the angular frequency of common frame taken

by the first inverter usually. The small-signal model is:

�δ̇ = �ω − �ωcom = −mp�P − �ωcom (6)

2) Voltage Controller Model: The voltage control loop

employs a standard proportional and integral (PI) regulator

which compares the sampled output voltage with the reference

value given by power controller, and obtains a feed-forward

gain to compensate for output current disturbances and gener-

ates the reference decoupling current vector as shown in Fig. 3.

Fig. 4. Block diagram of current controller.

The corresponding state equations are:
⎧

⎪

⎨

⎪

⎩

dφd

dt
= u∗

od − uod

dφq

dt
= u∗

oq − uoq

(7)

{

i∗ld = Kiuφd + Kpu

(

u∗
od − uod

)

− ωnCf uoq + Giod

i∗lq = Kiuφq + Kpu

(

u∗
oq − uoq

)

+ ωnCf uod + Gioq

(8)

where Kpu, Kiu are the proportional and integral gains of volt-

age, respectively; Cf is the per-phase capacitance of LC filter;

G is the feed-forward control gain. The small-signal model of

voltage control can be given by:
{

�φ̇d = �u∗
od − �uod

�φ̇q = �u∗
oq − �uoq

(9)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�i∗ld = Kiu�φd + Kpu�u∗
od − Kpu�uod

− ωnCf �uoq + G�iod

�i∗lq = Kiu�φq + Kpu�u∗
oq + ωnCf �uod

− Kpu�uoq + G�ioq

(10)

3) Current Controller Model: Similar to the voltage con-

trol loop, the current controller yield minimum current error

by using a PI controller to compare the current sampled fil-

ter current and reference value given by voltage controller as

shown in Fig. 4 and then generate the SPWM signal. The

small-signal model of voltage control is:
{

�γ̇d = �i∗ld − �ild
�γ̇q = �i∗lq − �ilq

(11)

{

�u∗
id = Kic�γd + Kpc�i∗ld − Kpc�ild

)

− ωnLf �ilq

�u∗
iq = Kic�γq + Kpc�i∗lq + ωnLf �ild − Kpc�ilq

)

(12)

where Kpc, Kic are the proportional and integral gains of cur-

rent, respectively; ild, ilq are the filter currents in dq reference

frame; Lf is the per-phase inductance.

4) LC Filter and Coupling Inductance Model: The inverter

connected to the grid by LC filter and coupled inductor can

remove the harmonic wave near the switch frequency. The

linearized small-signal model is:
⎧

⎪

⎪

⎨

⎪

⎪

⎩

�i̇ld = −
Rf

Lf

�ild + ωo�iiq −
1

Lf

�uod +
1

Lf

�uid + Ilq�ω

�i̇lq = −ωo�iid −
Rf

Lf

�ilq −
1

Lf

�uoq +
1

Lf

�uiq − Ild�ω

(13)
⎧

⎪

⎪

⎨

⎪

⎪

⎩

�u̇od =
1

Cf

�ild + ωo�uoq −
1

Cf

�iod + Uoq�ω

�u̇oq =
1

Cf

�ilq − ωo�uod −
1

Cf

�ioq − Uod�ω

(14)
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⎧

⎪

⎪

⎨

⎪

⎪

⎩

�i̇od =
1

Lc

�uod −
Rc

Lc

�iod + ωo�ioq −
1

Lc

�ubd+Ioq�ω

�i̇oq =
1

Lc

�uoq − ωo�iod −
Rc

Lc

�ioq −
1

Lc

�ubq − Iod�ω

(15)

where ubd, ubq are the dq axis bus voltages; uid, uiq are the

inverter voltages in dq frame respectively ; ωo, Ild, Ilq, Uod,

Uoq, Iod, Ioq is steady state value at the initial operating point.

5) Complete Model of the DG Interface: Output variables

iodq and input variables ubdq can be transferred to the common

DQ frame using the transformation matrix presented below:

[

ioDQ

]

= [T]
[

iodq

]

=

[

cos(δ) − sin(δ)

sin(δ) cos(δ)

]

[

iodq

]

(16)

[

ubdq

]

=
[

T−1
]

[

ubDQ

]

=

[

cos(δ) sin(δ)

− sin(δ) cos(δ)

]

[

ubDQ

]

(17)

Linearizing the formula above:

[

�ioDQ

]

=

[

cos(δo) − sin(δo)

sin(δo) cos(δo)

]

[

�iodq

]

+

[

−Iod sin(δo) − Ioq cos(δo)

Iod cos(δo) − Ioq sin(δo)

]

[�δ] (18)

[

�ubdq

]

=

[

cos(δo) sin(δo)

− sin(δo) cos(δo)

]

[

�ubDQ

]

+

[

−UbD sin(δo) + UbQ cos(δo)

−UbD cos(δo) − UbQ sin(δo)

]

[�δ] (19)

Combining the state-space models shown in

equations (2)-(19), choose the following thirteen state

variables, a complete 13-order small-signal state space

equation and output equation of a single inverter unit in

common frame can be obtained as followed, which can be

a standard inverter model:

[�ẋinvi] = AINVi[�xinvi] + BINVi

[

�ubDQi

]

+ Biωcom[�ωcom]

(20)
[

�ωi

�ioDQi

]

=

[

CINVωi

CINVci

]

[�xinvi] (21)

where [�xinvi] =
[

�δi �Pi �Qi �φdi �φqi �γdi

�γqi �ildi �ilqi �uodi �uoqi �iodi �ioqi

]T
,

as seen on the top of the next page;

6) Combined Model of Two Parallel Inverters: Based on the

model of individual inverter shown in (20) and (21), the small-

signal model for two parallel inverters shown in Fig. 1 can be

derived as:

[�ẋINV ] = AINV [�xINV ] + BINV

[

�ubDQ

]

[

�ioDQ

]

= CINVc[�xINV ]
(22)

where [�xINV ] =
[

�xinv1 �xinv2

]T [

�ubDQ

]

=
[

�ubDQ1 �ubDQ2

]T

AINV =

[

AINV1 + B1ωcomCINVω1

B2ωcomCINVω1 AINV2

]

;

BINV =

[

BINV1

BINV2

]

; CINVc =

[

CINVc1

CINVc2

]

Compared to the parallel model proposed in [8], we notice

that the state matrix model AINV is different, as shown

in (23). In [8], each inverter is modeled on its individual

reference frame. However, the state equations of the network

and the loads are represented on the reference frame of one of

the individual inverters. This reference frame is considered as

the common reference frame. In this case, the other inverters

need to be translated to this common reference frame. While

in this paper, we choose the first inverter’s output angular

frequency as the common angular frequency of the whole sys-

tem, that is to say �ωcom = �ω1 = CINVω1�xinv1. Therefore

the state matrix is easier to be established because the trans-

formation work is largely bypassed. The state matrix model

AINV presented in (22) has coupling items, which is more

intuitive and precise to describe the certain effects that the

common inverter’s state variables have on the other inverters.

Meanwhile CINVω2 doesn’t need to be calculated in AINV of the

new model, which greatly reduces the amount of calculation

especially in the microgrid containing lots of DGs.

AINV =

[

AINV1 + B1ωcomCINVω1

AINV2 + B2ωcomCINVω2

]

(23)

B. Network and Load Model

For the microgrid shown in Fig. 1, the small-signal model

of network can be derived similar to the LC filter linearization

process presented before, so the model in DQ frame is:

[

�i̇lineDQ

]

= ANET

[

�ilineDQ

]

+ B1NET

[

�ubDQ

]

+ B2NET�ω (24)
[

�i̇loadDQ

]

= ALOAD

[

�iloadDQ

]

+ B1LOAD

[

�ubDQ

]

+ B2LOAD�ω (25)

where:

ANET =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−
Rline1

Lline1
ωo

−ωo −
Rline1

Lline1

−
Rline2

Lline2
ωo

−ωo −
Rline2

Lline2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

;

B1NET =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1

Lline1
−

1

Lline1
1

Lline1
−

1

Lline1
1

Lline2
−

1

Lline2
1

Lline2
−

1

Lline2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

;

Since the coefficient matrix of load model is almost the

same as network model above, it is not mentioned here.

C. Complete Microgrid Model

To well define the input variables ubDQ, a large enough vir-

tual resistor rN is assumed between each node and ground,
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AINVi =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 −mp

0 −ωc ωcIod ωcIoq ωcUod ωcUoq

0 0 −ωc ωcIoq −ωcIod −ωcUoq ωcUod

0 0 −nq −1 0 0 0

0 0 0 0 −1 0 0

0 0 −nqKpu Kiu −1 −Kpu −ωnCf G 0

0 0 0 0 Kiu 0 −1 ωnCf −Kpu 0 G

0 −mpIlq

−nqKpuKpc

Lf

KiuKpc

Lf

0
Kic

Lf

−Kpc − Rf

Lf

ωo − ωn

−KpuKpc − 1

Lf

−
ωnCf Kpc

Lf

KpcG

Lf

0

0 mpIld

KiuKpc

Lf

0
Kic

Lf

ωn − ωo

−Kpc − Rf

Lf

ωnCf Kpc

Lf

−KpuKpc − 1

Lf

0
KpcG

Lf

0 −mpUoq

1

Cf

0 0 ωo −
1

Cf

0

0 mpUod

1

Cf

−ωo 0 0 −
1

Cf
UbD sin δo − UbQ cos δo

Lc

−mpIoq

1

Lc

0 −
Rc

Lc

ωo

UbD cos δo + UbQ sin δo

Lc

mpIod

1

Lc

−ωo −
Rc

Lc

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

;

BINVi =

⎡

⎢

⎣

0 . . . 0 −
cos δo

Lc

−
sin δo

Lc

0 . . . 0
sinδo

Lc

−
cos δo

Lc

⎤

⎥

⎦

T

2×13

; Biωcom = [ −1 0 . . . 0 ]T
1×13;

CINVωi =

{
[

0 −mp 0 . . . 0
]

1×13
i = 1

[0 . . . 0]1×13 i �= 1
;

CINVci =

[

−Iod sin δo − Ioq cos δo 0 . . . 0 cos δo − sin δo

Iod cos δo − Ioq sin δo 0 . . . 0 sin δo cos δo

]

2×13

;

which can reduce the impact on dynamic stability of the

system. The small-signal model of node is given by:

[

�ubDQ

]

= RN

(

MINV

[

�ioDQ

]

+ MLOAD

[

�iloadDQ

]

+ MNET

[

�ilineDQ

])

(26)

where MINV maps the DG connection points onto micro-

grid network nodes, MLOAD maps load connection points

onto nodes, MNET maps the connecting lines onto nodes.

Fig. 1 consists of s=2 DG, n=2 lines, p=3 loads, m=3 nodes,

thus:

RN =

⎡

⎢

⎣

rN

. . .

rN

⎤

⎥

⎦

2m×2m

; MINV =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1

1

0 0 0 0

0 0 0 0

1

1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

2m×2s

;

MLOAD =

⎡

⎢

⎣

−1

. . .

−1

⎤

⎥

⎦

2m×2p

;

MNET =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−1

0 −1

1 0 −1

1 0 −1

1 0

1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

2m×2n

;

Based on equations (22)-(26), we can get the whole

complete (2n + 2p + 13s) = 36 order small-signal

model of Fig. 1:
⎡

⎣

�ẋINV

�i̇lineDQ

�i̇loadDQ

⎤

⎦ = Asys

⎡

⎣

�xINV

�ilineDQ

�iloadDQ

⎤

⎦ (27)

where Asys is shown in Appendix A.

IV. EIGENVALUE ANALYSIS

In order to obtain the initial steady state operating point con-

ditions of the microgrid system in Fig. 1, a test model of the

system is implemented in MATLAB/Simulink. System param-

eters and initial operating values of each variable are given in

Appendix table A1 and A2. Based on the linearized small sig-

nal model presented in Section II, the complete eigenvalue

spectrum of the system state matrix Asys can be calculated

under the initial conditions, as shown in Fig. 5. It can be seen

that the frequency of these eigenvalues are distributed in three

clusters. The analysis shows that the low-frequency eigenval-

ues near the imaginary axis are the most dominant and crucial

for system stability, while the eigenvalues close to the real axis

will affect the dynamic performance and damping properties

of the system [21], [22].

Here, active and reactive power coefficient mp, nq are

changed respectively, the root locus of dominant eigenvalues

are shown as Fig. 6 and Fig. 7. When mp is small, several

pairs of complex-conjugate roots are far from the imaginary

axis, then the system can be equivalent to a first order sys-

tem without overshoot, however its dynamic response time

is very long and steady-state error exist. With mp increases,
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Fig. 5. Eigenvalue spectrum of microgrid state matrix.

Fig. 6. Dominant root locus as mp ∈ [1e-7,1e-2].

Fig. 7. Dominant root locus as nq ∈ [1e-7,1e-2].

the dominant eigenvalues gradually move away from the real

axis improving the dynamic performance, meanwhile close to

the imaginary axis which decrease the damping ratio of the

system and become unstable. Fig. 7 shows nq has little influ-

ence on the dynamic performance of the system, but when

the value is too large, the dominant roots move toward unsta-

ble region, making the system more oscillatory, and eventually

yield instability.

On the other hand, changing the proportional and integral

parameters of PI controller in voltage loop and current loop

respectively, we find that proportional parameter of voltage

loop Kpu, and integral parameter of current loop Kic have

a great influence on the dominant eigenvalues. The root locus

is shown in Fig. 8 and Fig. 9. While the integral parameters

of voltage loop Kiu and proportional parameter of current loop

Fig. 8. Dominant root locus as Kpu ∈[0,50].

Fig. 9. Dominant root locus as Kic ∈[0,50].

Fig. 10. Dominant root locus as the Kiu, Kpc ∈[1,1000].

TABLE I
OPTIMIZATION DOMAIN OF MAIN PARAMETERS

Kpc doesn’t affect the dominant root significantly in the range

of [1,1000], as shown in Fig. 10, which can be ignored.

To sum up, the key parameters affecting the microgrid sta-

bility and dynamic performance are mainly four factors mp,

nq, Kpu and Kic. Their value domain can be obtained from the

critical value of the root locus, which can greatly improve the

following computational efficiency for the optimization algo-

rithm and ensure the realization of the optimization objective.

Optimization domain is shown in Tab. I.
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Fig. 11. Frequency response curve of current loop.

V. FREQUENCY DOMAIN VERIFICATION

To verify the correctness of the optimization domain of

proportional and integral parameters of PI controllers in volt-

age and current loop, we compare and analyze the frequency

domain characteristics of different parameters. The frequency

response curve of current loop is shown in Fig. 11. When the

current loop proportional parameter Kpc moves in the range

of [1,1000], the magnitude and phase gain remain nearly 0 at

f=50Hz, which means the output current closely follows the

input reference current and the current loop operates well with

Kpc in the range of [1,1000]. However, in order to achieve

better dynamics, the bandwidth should be greater to decrease

response time, however, the magnitude gain should be small

in high frequency to remove harmonics. As a compromise,

we choose 10 as the value of Kpc. As for the integral parame-

ter Kic, in the optimization domain [0,0.9] obtained from root

locus analysis, the output current also follows the input ref-

erence current. Besides, the current loop can have a greater

bandwidth and faster response rate with Kic in the optimization

domain.

Fig. 12 are the frequency domain characteristics of the volt-

age controller output impedance, which is closely related to

the PI parameters in voltage loop. The droop control method

implements under the condition that the reactance of the cir-

cuit is larger than the resistance. As a result, the inverter

equivalent output impedance should be reactive. When inte-

gral parameter Kiu changes in the range of [1,1000], the

phase gain falls in [90,100] at f=50Hz, which means the

equivalent output impedance is reactive. In order to sup-

press harmonics, the reactive bandwidth should not be too

large, so we choose 100 as the value of Kiu. When the

proportional parameter Kpu changes in optimization domain

[1,23.2], the phase gain falls in [80,90] at f=50Hz,which

means the optimization domain of Kpu sufficiently satisfies

this requirement. Besides, with Kpu in the optimization range,

the reactive bandwidth of equivalent output impedance is

relatively low, which can help remove the high frequency

harmonics.

The frequency domain characteristics of control loops ver-

ified the correctness of the PI parameters obtained from root

locus analysis and determine the value of Kpc and Kiu.

Fig. 12. Frequency response of output impedance of the closed-loop voltage
controller.

VI. MICROGRID CONTROL AND OPTIMIZATION

BASED ON GENETIC ALGORITHM

As microgrid can switch between grid-connected mode and

islanded mode, we need to establish a reasonable objective

function to ensure the stability and smooth switching of dif-

ferent operation mode. Considering that output power of DG

is an important indicator of system performance, we can take

the integral of deviation between the instantaneous power and

the nominal power in different operation mode under distur-

bances as the optimization objective function to represent the

dynamic performance, and try to minimize the integral value,

which means the power can quickly response to the change

of nominal power, and be stabilized without big overshoot

during the switching process. The objective function can be

expressed as:

min J =

M
∑

i=1

{

∫ tif

t=ti0

(

t − ti0
)

[

(

P(t) − P∗(t)
)2

+
(

Q(t) − Q∗(t)
)2

]

dt

}

(28)

where M is the number of operation mode for microgrid; ti0, tif
is the start and termination time in operation mode i.

Since the objective function is not differentiable, the con-

ventional mathematical optimization methods are not available

to solve the problem. Genetic algorithm is a modern heuristic

algorithm by simulating biological genetic and evolutionary

process [23], [24]. GA is an iterative process. A set of poten-

tial solutions are kept and allowed to reproduce in each

generation. They are selected according to the fitness value

and copied over into the next generation by mutation and

crossover, and the process repeats. After a certain rounds of

evolution, the global optimal solutions can be discovered with

great probability.

With the characteristics of parallel, stochastic, global search

and adaptive, GA is exactly suitable for solving complex

nonlinear optimization problem. Choosing microgrid control

parameters X = [mp, nq, Kpu, Kic] as optimal variables, the

final optimal control is implemented by combining Simulink

and MATLAB platform as shown in Fig. 13.
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Fig. 13. Flowchart of microgrid operation optimization of genetic algorithm.

Fig. 14. Convergence curve of objective function.

VII. SIMULATION RESULTS

To evaluate the performance of the proposed control opti-

mization strategy, the microgrid model is implemented for

both mode transition and abrupt load change simulation under

the Matlab/Simulink environment. The simulation sequence

is: 1) 0-0.8s, the system operates in grid connected mode.

2) 0.8-1.5s, breaks the PCC so that the microgrid switches

to the island mode. 3) 1.5-2s, suddenly cuts off the pub-

lic Load3. The initial population size is set to 40, initial

crossover probability is 0.7, mutation probability is 0.01,

and maximum generation is 100. This offline optimization

method obtains the self-adaptive time step to accelerate the

speed at first and converge to the optimal solution gradually.

Fig. 14 presents the convergence process of the objective func-

tion, from which we can see the objective function reaches the

minimum after 40th generation. The final optimization result

is [mp, nq, Kpu, Kic] =[1.03e-5, 2.95e-4,10.11,0.12].

Since the microgrid absorbs some power from the grid at

initial steady-state conditions, the output power of DG will

increase when the system switches to autonomous mode after

t=0.8, then decrease after the load is cut off. Using the opti-

mal parameters obtained from the GA optimization procedure

mentioned above, the responses of power are compared before

Fig. 15. Power response of DG1 as mp is beyond domain before optimization.

Fig. 16. Power response of DG1 as nq is beyond domain before optimization.

Fig. 17. Power response of DG1 as Kpu is beyond domain before
optimization.

Fig. 18. Power response of DG1 as Kic is beyond domain before optimization.

and after optimization. Fig. 15-18 show the active and reactive

power sharing performance of DG1 units when the parame-

ters mp, nq, Kpu, Kic are separately beyond domain before

optimization. We can see that the parameters setting improp-

erly may affect the dynamic performance of microgrid to

some extent, and lead to large transient response or power

oscillation during the mode transition periods, which may

overload the unit and activate the unit protection. After the

optimization of all parameters, the power response of DG1

and DG2 in Simulink is shown in Fig. 19, which notices

that the response to the change is fast and without significant

overshoot, meanwhile settling time is improved.
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Fig. 19. Power response of DG1 and DG2 after optimization
(simulation results).

Fig. 20. Voltage and currents wave forms of Kpu before optimization.

Fig. 21. AC bus frequency after optimization.

Fig. 22. Current magnification of DG1 after optimization.

Fig. 20 shows voltage and currents wave forms of Kpu

before optimization, from which we can see that there exist

distortion in the three-phase voltage and current curve, espe-

cially that the current has serious harmonic. Fig. 21 shows the

system frequency variations after optimization which are well

maintained around the nominal values. Fig. 22 is the partial

view of optimized DG1 output current at switching process,

which shows that the system has excellent flow characteristics.

Fig. 23 presents the power response of DG1 and

DG2 obtained from the small-signal model depicted by (27),

which correspond to the simulation results with the same step

change in load and the network. We can observe that the

system is correctly represented by the small-signal model.

In droop control mode, the output active power of the

inverter is directly related to the frequency of the microgrid

and droop gain mp. Since the frequency is the same in the sys-

tem and inverters have the equal real power droop gain mp,

Fig. 23. Power response of DG1 and DG2 after optimization
(small-signal results).

Fig. 24. Output voltage of DG1 and DG2.

unbalanced power is evenly distributed to inverters of DG1

and DG2. As for the distribution of reactive power, since bus

voltages are different in the microgrid, the output reactive

power can be unequal even though the reactive droop gain

nq is equal between the inverters. DG1 has no reactive power

load connected directly while DG2 has reactive power load

of 20kvar connected directly. According to the principle that

reactive power should be compensated by the nearest source

or compensator, DG2 should output more reactive power to

meet the demand of load2 and the public load while the out-

put reactive power of DG2 mainly meet the demand of the

public load, as Fig. 19 illustrate. Hence, the output voltage

of DG2 is lower than that of DG1. Fig. 24 shows that out-

put voltages of the inverters basically keeps smooth and varies

because of the change of output reactive power.

The value of the parameters are chosen from the value

domain obtained from the root locus analysis. According to

the simulation results, the minimum power damping dur-

ing the switch between different working modes and the

lowest oscillation during the steady-state operation has been

achieved, which means the proposed control optimization

approach closely matches the small-signal analysis and the

system stability and the dynamic performance are improved.

VIII. CONCLUSION

To solve the dynamic response problem in operation mode

switching of microgrid, this paper developed a detailed and

precise small-signal state-space model of a microgrid based

on droop control strategy, including inverter dynamics, net-

work and load dynamics, then combined with a common

reference frame to obtain the complete model. Using eigen-

value analysis, it is demonstrated that system’s small-signal

stability and performance are highly sensitive to such affect-

ing parameters as power droop gain mp, nq, proportional

parameter of voltage Kpu, and integral parameter of current

Kic, meanwhile the reasonable optimization domain of the

four parameters is obtained by the root locus and verified
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TABLE AI
SYSTEM PARAMETERS OF MICROGRID

TABLE AII
INITIAL OPERATING VALUES

by frequency domain characteristics analysis, which greatly

improves the computational efficiency of the introduced

GA process.

Simulation results in Matlab/Simulink validate the four

parameters from small-signal analysis do have key effects

on stability and dynamic performance under load distur-

bances, and demonstrate the effectiveness of the proposed

GA approach which improves the microgrid dynamic perfor-

mance. As a result, the proposed control optimization scheme

significantly contributes to preserve microgrid stability and

parameter selection of low voltage network.

APPENDIX

Asys =

⎡

⎣

AINV + BINV RNMINV CINVc

B1NET RNMINV CINVc + B2NET CINVω

B1LOADRNMINV CINVc + B2LOADCINVω

BINV RNMNET BINV RNMLOAD

ANET + B1NET RNMNET B1NET RNMLOAD

B1LOADRNMNET ALOAD + B1LOADRNMLOAD

⎤

⎦
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