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Abstract Medical imaging and deep learning have tremendously shown improve-
ment in research field of brain tumor segmentation. Data visualization and explo-
ration plays important role in developing robust computer aided diagnosis system.
The analysis is performed in proposed work to provide automation in brain tumor
segmentation. The adaptive particle swarm optimization along with OTSU is con-
tributed to determine the optimal threshold value. Anisotropic diffusion filtering is
applied on brain MRI to remove the noise and improving the image quality. The
extracted features provided as data for training the convolutional neural network and
performing classification. The proposed research achieves higher accuracy of 98%
which is better over existing methods.
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Deep learning · Deep neural network · Convolutional neural network

1 Introduction

Artificial intelligence and computer vision are showing remarkable improvement in
development of automatic medical diagnosis system. According to National Brain
Tumor Society, it is estimated that 78,980 new cases are predicted in 2018 in the
United States. Cancer has been observed and considered as the disease that may
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cause maximum death around the world as it is difficult to perform diagnosis of
patient. The Brain cancerous tumor can broadly be classified [1] into primary tumor
and secondary tumor (metastatic tumor). Image processing techniques [2] are applied
in detection and exploring the abnormalities issues in tumor detection. The early stage
of detection can improve the process of decision making by radiologist, physician,
experts and can increase the survival rate of Tumor patients. The automatic com-
puter aided diagnosis system is proposed in medical imaging with the usage of deep
learning. Brain tumor occurs due to the presence of abnormality as the cell divides
and its growth increase. The different modalities of Magnetic resonance imaging
are present such as T1-weighted MRI, T2-weighted MRI, Flair and Flair with con-
trast enhancement. The segmentation of the brain tumor MRI is the most challeng-
ing task in contributing towards the development of diagnosed system [3]. A new
approach is proposed in construction of automatic diagnosis system. The simulated
steps performed in proposed system are (a) image acquisition (b) pre-processing
(c) segmentation (d) post processing (e) feature extraction (f) classification. There
are various segmentation [4] approaches used previously such as region growing
technique, Thresholding, clustering, edge detection etc. In the proposed work, the
novel hybrid approach of OTSU and adaptive particle swarm optimization is adopted
along with convolutional neural network. Nature inspired metaheuristic optimization
algorithm are used for optimizing the problem by resembling the physical or biolog-
ical phenomenon. In computer science, there are various metaheuristic optimization
technique such whale optimization algorithm [5], Particle swarm optimization [6],
Adaptive PSO, Ant bee colony [7], Ant colony optimization (ACO), cuckoo search
[8]. The adaptive particle swarm optimization technique is implemented because of
improved time and space performance. The OSTU + APSO approach is providing the
optimal threshold value which enables to perform the segmentation in improved man-
ner. Anisotropic diffusion filtering is applied for smoothing and denoising the brain
MRI. Feature extraction is performed with the usage of GLCM technique in which
all statistical and texture characteristics are extracted. The data organized in feature
extraction stage is used for training and testing of convolutional neural network for
classification. The classification is performed to predict whether the tumor is present
or not. Deep neural network considers the selection of network structure, activation
function, number of neurons, learning rate and other factors which are highly depen-
dent on data representation [9]. Convolutional neural network contributing towards
the medical imaging data visualization, analyzation and exploration of large amount
of data. Convolutional neural network enables to design the computer aided diagno-
sis system with higher accuracy in medical image domain [10]. The performance of
the developed automatic computer diagnosis system is measured through parameter
accuracy. The accuracy obtained of proposed system is 98% which is better than any
other existing system.

The proposed paper is organized into different section in which Sect. 2 describes
regarding literature review and its related work, Sect. 3 represents the proposed
methodology and contribution towards the paper, Sect. 4 presents the simulated
experimental results, Sect. 5 describes related to result and its discussion, Sect. 6
states the conclusion and future scope of the proposed work.
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2 Literature Review

In recent years, the research in medical imaging is increasing exponentially to show
advancement in data visualization and improving the survival rate of patients at early
stage. The objective of researchers is to develop the robust computer aided automatic
diagnosis system for detection of brain tumor. The emerged growing technique known
as deep learning is contributing to pattern recognition, artificial intelligence, machine
learning applications [11–13]. The computational architecture containing multiple
processing layers are trained to acknowledge the data visualization and its various
representation [14]. Convolution neural network is considered promising method
in fields of computer vision, various application of medical imaging analysis and
natural language processing. The deep learning techniques helps in providing effec-
tive improved performance and approaches [15, 16]. Medical diagnosis is the most
challenging decision-making process. The fundamental procedure of artificial intel-
ligence helps the radiologist and experts in taking decision regarding the process
of treatment [17, 18]. The deep learning outperforms in handling the immense data
images and the multiple layer of abstraction. The convolutional neural network can
be used to determine wider range of perceptual task and object recognition [19].

There are numerous technique which are used to obtain information of human
organ among which MRI is desired non-invasive method used to evaluate the neu-
ral activity of human brain [20]. MRI was invented in 1970 considered as medical
imaging technique providing the internal details as well essential information of
irregularity and contrast changes in human soft tissue [21]. The magnetic proper-
ties of tissues are observed using magnetic field, radio waves of MRI scanners and
produces the images having structural analysis of human body. Magnetic resonance
imaging lead emphasis on visualization of tissues accommodating hydrogen such as
Cerebrospinal fluid (CSF), brain, bone marrow etc. The MRI images are interpreted
and analyzed by radiologist, experts, physician to detect and screen the abnormality
present in brain [22]. Neoplasm (tumor) are broadly structured into three types (a)
Benign (b) Pre-malignant (c) Malignant [23].

Medical image processing has become very efficient technique for treatment of
cancer patient and detection of tumor. Brain Tumor segmentation [24] are broadly
classified into three categories (a) manual (b) semiautomatic (d) fully automatic. The
manual segmentation is performed by radiologist and experts which provides time
consuming and poor outcomes. Thus, semiautomatic is introduced in which human
know few parameters on basis of which analyzation is performed. It provided better
results than manual segmentation. However, fully automatic segmentation system is
emerged as booming technique which outperforms and works on the basis of prior
information using the concept of artificial intelligence. The different modalities of
tumored brain MRI shown in Fig. 1.
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Fig. 1 a T1-weighted MRI b T2-weighted MRI c Flair d Flair with contrast enhancement

Image segmentation of brain magnetic resonance imaging considered as difficult
and important process for detection of brain tumor and extracting the important
features for determining the abnormalities present [21]. It is very difficult task needed
to be performed since the abnormal image holds various irregularities in shape,
structure and size and location [25]. The selection of right segmentation technique
helps to perform skull stripping of brain MRI. The skull stripping is used to remove
the cerebellum tissues on different modalities of images such as T1 weighted and T2
weighted magnetic resonance image in various medical applications [26, 27]. Patel
et al. [28] presented different segmentation techniques for studying the detection of
brain tumor named as (a) edge-based method (b) Region growing [29] (c) clustering
method (d) Fuzzy c-mean clustering [30] (e) Thresholding. Cabria et al. [31] proposed
a new technique for segmentation named as fusion of potential field clustering and
another ensemble method. The methodology is applied on BRATS MRI benchmark
for detection of tumor region. Ayachi et al. [32] developed automatic computer aided
diagnosis system for brain tumor segmentation. The pixel classification segmentation
technique is applied and the system involves support vector machine for classification
Gliomas dataset. Soleimani et al. [33] proposed methodology in which ant colony
optimization technique is considered for determining brain tumor segmentation and
improving the accuracy. The usage of metaheuristic techniques in development of
diagnosis system helps to obtain optimized threshold value of parameters. Jothi et
at [34] stated a novel approach for optimal feature selection of brain MRI using
firefly based quick reduct and tolerance rough set. Manic et al. [35] implemented
the multilevel thresholding based upon firefly algorithm to segment the gray scale
image by using kapur/Tsallis entropy to find optimal threshold of image and then
performance is computed on parameters such as root mean squared error, Normalized
absolute error, Structural Similarity Index Matrix, Peak signal to noise ratio (PSSR).
Sharma et al. [36] proposed a methodology in which statistical features of MRI brain
image are extracted using GLCM. The k-mean and ANN model is created using the
extracted information for determining the performance parameters.
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Jafari et al. [37] presented a novel approach for developing automatic tumor detec-
tion system of brain and classifying whether brain image is normal or abnormal.
The genetic algorithm is implemented for considering the selected optimal features.
The classification technique used for detection is support vector machine achieving
accuracy up to 83.22%. Jiang et al. [38] presented the medical image analysis and
characterization with the usage of intelligent computing. The medical image seg-
mentation and edge detection are formulated with the support of different artificial
neural network models such as feedforward neural network, feedback neural net-
work, self-organizing maps to obtain the medical image analysis. They are shown
the various application where ANN can be used extensively such as in tumor tracking
[39], image compression [40] and enhancement [41].

Havaei et al. [42] proposed a methodology for automatic brain tumor segmentation
of glioblastomas MRI using deep learning. The various convolutional neural network
architecture is designed among which fully connected CNN is used for determining
the analysis on BRATS (2013) testing dataset. It is evaluated and observed that
the proposed methodology was providing improved accuracy, speed over traditional
methods in computer vision. Gao et al. [43] stated a novel approach by considering
the brain CT images to perform classification by using deep learning techniques.
The diagnosis computer aided system is developed for predicting the Alzheimer’s
disease. They partitioned the dataset into three parts AD, lesion and normal ageing
and predicted the classification using 2D and 3D CNN networks architecture. The
average of 87.6% of accuracy is obtained for the categorized structure of images.

Pereira et al. [44] performed automatic segmentation of brain tumor in MRI images
by considering BRATS 2013 And BRATS 2015 dataset. The technique used is con-
volutional neural network for data visualization and analysis. The system is validated
using BRATS 2013 database and acquired first position in dice similarity coefficient
matrix for the target dataset. Sharma et al. [45] designed a methodology using dif-
ferential evolution embedded OTSU and artificial neural network for the automatic
segmentation of brain tumor. The brain MRI of 58 patients are considered for eval-
uating the performance parameters. The accuracy of proposed system obtained is of
94.73%.

Mohan et al. [46] showed the analysis on medical image of brain tumor magnetic
resonance imaging and its grade classification is performed. The hybrid approach of
image processing, machine learning and artificial intelligence is used to improve the
accuracy of diagnosis system. The methodology involves extraction and performing
grading of tumor. Chen et al. [47] proposed a novel approach of segmentation on
3D MR image of brain and used Voxel wise residual network (VoxResNet) of deep
learning to obtain volumetric performance information of image. Zhao et al. [48]
presented brain tumor segmentation model with the usage of hybrid network of fully
connected convolutional network and conditional random fields. Deep learning is
used for improving the system robustness. The different modalities of brain MRI is
considered such as T1, T2, flair constant of BRATS 2013, BRATS 2015. BRATS
2016 segmentation challenge. The analysis of previous literature and their techniques
performance are shown in Table 1.
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Table 1 Analysis of related paper

Author Segmentation
technique

Classifier Performance Dataset

Kumar et al. [49] Gradient vector
flow—boundary
based technique

PCA-ANN 95.37% 55 patient-T1
weighted MR

Lashkari et al.
[50]

Histogram
equalization
morphological
operation

MLP
model-ANN

98% 210 case-T1
weighted, T2
weighted MRI

Wang et al. [51] _ Cascaded CNN
model
anisotropic CNN
model

_ BRATS 2017

Byale et al. [52] K-mean
segmentation,
GMM
segmentation

Artificial neural
network

93.33% 60 sample MRI

Kharrat et al. [53] _ GA + SVM 94.44% 83 sample
images—T2
weighted

Sharma et al. [37,
46]

Global
thresholding,
Anisotropic
diffusion filtering

DE + ANN 94.34% T1 weighted MRI

Ortiz et al. [54] SOM clustering
algorithm

_ _ IBSR

Shanthi et al. [55] Fuzzy c-mean
algorithm

ANN _ _

El Abbadi et al.
[56]

Morphological
operations

Probabilistic
neural network

98% 65 MR image
dataset

El-Dahshan et al.
[57]

_ FP-ANN 97% 70 MR images

Deep learning consists of multiprocessing layers which can handle larger complex
hierarchy of data [58]. Deep artificial neural network is applied in numerous medical
visualization analysis as it shows outstanding performance efficiency in comparison
to other manual or semi-automatic techniques [59]. There are various deep learning
algorithms such as deep Boltzmann machine, Stack auto-encoders, Convolutional
neural network, fine tuning deep models for target task [60] etc. The CNN architecture
involves many layers of pooling, activation and classification. The different CNN
architecture used and their performance are discussed in Table 2.
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Table 2 CNN techniques
and its analysis

Author Data CNN model Performance

Kamnitsas
et al. [61]

BRATS 2015 Patch-wise
CNN

DSC (0.9)
(complete)

Zhao et al.
[62]

BRATS 2013 Patch-wise
CNN

Accuracy
(0.81)
(overall)

Nie et al.
[63]

Private data Semantic-
wise
CNN

DSC
85.5%(CSF)

Li et al. [64] ILD Single
convolution
layer

Accuracy
(0.85)
(overall)

Chao et al.
[65]

MNIST CaRENets Accuracy
(0.925)
(overall)

3 Proposed Methodology

The steps for proposed study and contribution for development of automatic brain
tumor segmentation system is shown as follows.

(a) The 61 sample cases of T1-weighted brain magnetic resonance images are
obtained from IBSR (Brain segmentation repository). The 40 MS-free data sam-
ple images taken from Institute of neurology and genetics, at Nicosia Cyprus
[66] and Laboratory of eHealth at the University of Cyprus [67]. The obtained
images are normalized so that segmentation could be applied efficiently and
properly.

(b) The skull stripping is essential fundamental process desired for segmenta-
tion and analysis of brain tumor MRI [68]. It is considered as important pre-
processing phase for removing the non-cerebral tissue and plays role in clinical
research of neuroimage applications [69]. In the proposed method, the new
hybrid approach of adaptive particle swarm optimization [70, 71] and OTSU
[29] are contributed to paper for performing improved skull stripping of brain.
The hybridization is providing the optimized threshold value which improves
the efficiency and reliability of system. The process flow of skull stripping is
described as follows:

(i) After normalization of dataset, the Gaussian filter is applied for smooth-
ing of image and removing the noise. The mathematical formulation of
gaussian filter can be shown as

G(a, b) =
1

2πσ 2
e
− z

2πσ2 (1)

Z = a2 + b2 (2)
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a represents the distance on x axis and b represents the distance on y-axis
from origin, σ represents the standard deviation of gaussian distribution.

(ii) The evaluation of adaptive thresholding with the usage of intensity his-
togram. Adaptive thresholding is dynamic process of obtaining threshold
value which would be dependent upon the neighboring pixels intensity.

(iii) Calculate the threshold value through hybrid approach of OSTU + APSO.
This is providing excellent results when compared to other methods. The
modified particle swarm optimization introduces two additional adaptive
parameters to improve convergence speed named as adaptive factor, per-
turbation factor. The fitness function value is obtained by applying meta-
heuristic algorithm.

(iv) Morphological operation performs functions in relevance to shape and size
of image. The structuring element is taken as input for extracting the useful
features and representation of data. The four elementary mathematical
operations of morphology in image processing can be represented

Erosion : C ⊖ D = {B|(D)B ⊆ C} (4)

Dilation : C ⊕ D = {B|(D)B ∩ C �= ∅} (5)

Opening : C ⊖ D = C ⊖ D ⊕ D (6)

Closing : C ⊖ D = C ⊕ D ⊕ D (7)

(v) The skull stripping is performed by keeping the extracted mask on input
image so that extra cerebral tissue can be eliminated and region of interest
can be proceeded for further operations.

(c) The denoising popular technique for brain MRI known as Anisotropic diffusion
filtering is performed to improve the quality of extracted brain MRI by intensify
the contrast between the regions. It is type of enhancement method to balance
the different noise levels in image.

(d) Feature extraction is the most crucial step for evaluation of various parame-
ters of image. On the basis of extracted features, the performance predictions
and calculation could be obtained. In the proposed work, the 19 statistical and
texture related parameters are extracted so that efficient system could be devel-
oped. GLCM method is used for extracting the features. GLCM (grey level
co-occurrence matrix) is statistical method considering the spatial relationship
of pixels. The 19 statistical features obtained in proposed work are autocorrela-
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Fig. 2 Fully connected CNN

tion, cluster prominence, cluster shade, contrast, correlation, entropy, variance,
dissimilarity, energy, difference Entropy, homogeneity, information measure of
correlation1, information measure of correlation 2, inverse difference, maximum
probability, sum average, sum entropy, sum of square variance, sum variance.
The extracted features are given as input to convolutional neural network so that
tumor classification can be determined.

(e) Convolutional neural network is used as classification model for tumor detection
system. The CNN outperforms in comparison to other classifiers if tremendous
amount of data is needed to be handled. In the proposed work the three layers of
convolutional neural network which uses activation function. The layer 1 and
layer 2 uses [72] RELu activation function and layer 3 uses SoftMax activation
function. The data is divided into 7:3 ratio. The layers are densely connected
from one neuron to another neuron. The 98% of accuracy is achieved in proposed
work. The diagrammatic representation is shown in Fig. 2.

The representation of procedural flow diagram of the proposed algorithm is repre-
sented in Fig. 3.

The proposed model algorithm steps are shown in table and are implemented on
MATLAB R2018b

4 Experimental Results

4.1 Simulated Results

The proposed work uses 101 sample images of brain MRI. The 70% of data are
used in training and 30% of data are used in testing. There are 61 sample case
images of tumored IBSR dataset and 40 sample images of non-tumor MS-free brain
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Hybrid OTSU+APSO          

Morphological operation

(post processing) 

Skill stripping -Extracted               

cerebral tissue

Anisotropic diffusion filtering

Convolutional Neural Network

Class 0 or 1Abnormal Normal

Gaussian filter

Adaptive Thresholding

Brain MRI image Acquisition

Fig. 3 Flow diagram of proposed model
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MRI dataset. The adopted methodology performs hybridization of OTSU + APSO
to determine optimal threshold value to obtain segmentation. The 19 features are
extracted using GLCM (grey scale level matrix) which are used for training purpose
in convolutional neural network. The 3 layers of convolutional neural network are
densely connected to each other.

An example of IBSR tumored MRI are shown in figure (i) Normalize Image
(ii) Gaussian Filter (iii) OTSU Thresholding + APSO (iv) and (v) Mathematical
Morphology (vi) Skull Stripped Image (vii) Anisotropic Diffusion Filtering (viii)
GLCM

An example of MS-free dataset non tumored MRI are shown in Fig. 4. (i) Nor-
malize Image (ii) Gaussian Filter (iii) OTSU Thresholding + APSO (iv) and (v)

(i) (ii) (iii)

(iv)           (v) (vi)

(vii)                       (viii)

Fig. 4 Tumored images
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Mathematical Morphology (vi) Skull Stripped Image (vii) Anisotropic Diffusion
Filtering (viii) GLCM

The Table 4 represents the average fitness value and the segmented image quality
metrics [73, 74] are calculated using peak signal to noise ratio (PSNR), structural
similarity index matrix (SSIM) and Dice similarity parameter. The example outcomes
of IBSR and MS-free dataset are shown from 1–25 to 26–40.

The mathematical formulation of few parameters of GLCM [75–77] technique
are presented. All parameters are calculated for every sample MRI image of patients
and the evaluation of parameters are independent of each other.

• Energy =
L−1
∑

i, j=0

(

ki, j

)2
(8)

• Entropy =
L−1
∑

i, j=0

− lg
(

ki, j

)

ki, j (9)

• Contrast =
L−1
∑

i, j=0

ki, j (i − j)2 (10)

• Homogeneity =
L−1
∑

i, j=0

(

ki, j

)

1 + (i − j)2
(11)

• Correlation =
L−1
∑

i, j=0

(

ki, j

)

·
(i − µ)( j − µ)

(σ )2
(12)

• Standard deviation =

√

√

√

√

L−1
∑

i, j=0

ki, j (i − µ)2 (13)

• Shade feature = sgn(C)|C |1/3 (14)

sgn represents the sign of real number which can be positive, negative

C =
L−1
∑

i, j=0

K i, j(i + j − 2µ)3

(σ )3
(√

2(1 + C)
)3

(15)

• (ki, j ) = represents the attributes i, j of normalized symmetric matrix of GLCM
• L = Number of levels
• µ represents mean of GLCM and can be formulated as

µ =
L−1
∑

i, j=0

L−1
∑

i, j=0

iki, j (16)
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• (σ )2 represents the variance of all pixels.

(σ )2 =
L−1
∑

i, j=0

ki, j (i − µ)2 (17)

The training and testing data are evaluated on x axis and y axis in which x-axis
represents the data with class label and y axis represents the data of encoded class
labels. The three layers are considered having 38 neurons in 1st layer, 19 neurons in
2nd layer and class labels in 3rd layer. The categorial cross entropy loss function of
deep learning is implemented. The values considered for the neural network measures
are shown as follows:

learning rate = 0.001, β1 = 0.9, β2 = 0.999, activation function = RELu and
SoftMax

The accuracy of intelligent automatic brain tumor segmentation achieved is 98%
and the loss function is 4% as presented in Table 7.

5 Results and Discussion

In the proposed study, Fig. 2 shows representation of fully connected neural network.
The three layers are creating densely nested network which are aiming to provide
classification results. The proceeding Fig. 3 presents the flow process of methodolo-
gies adopted and implemented. Table 3 contributes the proposed hybrid OTSU +
APSO approach for obtaining the optimal or best threshold value for separating the
cerebral tissue of brain and providing improved segmentation results. The Figs. 4 and
5 shows the simulated result of segmentation process. Further the Table 4 provides
the mathematical measures of fitness value, PSNR, SSIM, Dice similarity. PSNR

Table 3 Hybrid algorithm of
OTSU and APSO

Hybridization of OTSU + APSO for skull stripping and
segmentation of MRI

1. Normalization of acquired image dataset of brain MRI
2. Skull stripping is applied to remove the cerebellum part and

improving the segmentation efficiency
3. Apply anisotropic diffusion for smoothing of image
4. Feature extraction by using GLCM technique
5. Training the convolutional neural network
6. Testing the convolutional neural network to achieve the

accuracy and measuring the performance
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(i) (ii) (iii)

(iv) (v) (vi)

(vii)           (viii)

Fig. 5 Non tumored images

(peak signal to noise ratio) and SSIM determines the pixel difference and structural
similarity quality metrics of segmented images. Dice similarity is statistic for eval-
uating the comparison of similarity between two images. The features extracted are
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Table 4 Fitness values, PSNR, SSIM, Dice

Brain MRI Fitness function value PSNR SSIM Dice

Image 1 1.9913 45.7672 0.95441 0.98187

Image 2 1.9759 46.6009 0.95661 0.98443

Image 3 1.5481 46.8406 0.9566 0.98334

Image 4 1.9238 45.8822 0.9547 0.98435

Image 5 1.9751 45.9853 0.9554 0.98574

Image 6 1.9238 46.1083 0.9555 0.98439

Image 7 1.3843 46.2206 0.95593 0.98572

Image 8 1.8699 46.4003 0.95652 0.9855

Image 9 1.7917 46.6009 0.95661 0.98443

Image 10 1.0578 46.8304 0.9566 0.98334

Image 11 1.2111 45.7312 0.94363 0.9821

Image 12 1.9254 45.7589 0.94236 0.98205

Image 13 1.7899 45.8375 0.94208 0.98058

Image 14 1.7602 45.8722 0.94302 0.97993

Image 15 1.4607 45.8994 0.94247 0.98108

Image 16 1.6586 46.0584 0.941 0.98131

Image 17 1.586 46.1354 0.9399 0.97966

Image 18 1.6273 46.1821 0.93947 0.98021

Image 19 1.5251 46.2122 0.93956 0.98166

Image 20 1.897 46.3931 0.93939 0.98179

Image 21 1.1762 45.9448 0.98676 0.98639

Image 22 1.1409 45.7425 0.98918 0.98894

Image 23 1.8063 45.7003 0.98878 0.988

Image 24 1.9803 45.7184 0.98868 0.98867

Image 25 1.9913 45.7512 0.9879 0.98763

Image 26 1.6546 45.7907 0.98763 0.9875

Image 27 1.7807 45.8117 0.98747 0.98726

Image 28 1.8016 45.8636 0.98754 0.98687

Image 29 1.9627 45.4119 0.99608 1

Image 30 1.3021 45.6417 0.99591 1

Image 31 1.7973 46.1975 0.99614 1

(continued)
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Table 4 (continued)

Brain MRI Fitness function value PSNR SSIM Dice

Image 32 1.4855 44.8914 0.99657 1

Image 33 1.8717 44.7648 0.99656 1

Image 34 1.794 44.7566 0.99655 1

Image 35 1.3735 44.7642 0.99655 1

Image 36 1.6309 44.8036 0.99653 1

Image 37 1.9422 44.8494 0.99649 1

Image 38 1.4554 44.9225 0.99642 1

Image 39 1.5642 45.0488 0.99633 1

Image 40 1.465 45.5681 0.99328 1

Image 41 1.8631 44.5622 0.99445 1

Image 42 1.4802 44.562 0.99443 1

Image 43 1.8498 44.5782 0.99441 1

Image 44 1.7799 44.6284 0.99433 1

provided as input for training the convolutional neural network. The Tables 5 and
6 represents the 19 features extracted from IBSR and MS-free dataset. The final
parametric result of 101 sample images are shown in Table 7. It shows that proposed
system achieves higher accuracy of 98%.
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Table 7 Final Result Classification model Accuracy (%) Loss function (%)

Convolutional neural
network

98 4

6 Conclusion

The intelligent computer aided diagnosis system for brain tumor segmentation is
proposed in this research work. The data of 61 IBSR tumored magnetic resonance
imagining and 40 MR-free non-tumored data is considered and observed. The fusion
of OTSU embedded adaptive particle swarm optimization is used for obtaining the
best threshold value to be applied for segmentation. The automatic brain tumor seg-
mentation is performed involving skull stripping technique. The 19 statistical and
texture features are extracted using GLCM which are used in training of convolu-
tional neural network. The categorial cross entropy loss function, RELu and SoftMax
activation function is taken in convolutional neural network. Convolutional neural
network contributed in improving the classification results of adopted methodology
by achieving the accuracy of 98% which is better than other existing system. In future
the model will be designed for different modalities of data and other metaheuristic
algorithm can be used for improving the performance of the diagnosed system.
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