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Enterprises have established a number of business processing systems and business websites according to their own characteristics
and business needs, such as e-commerce websites and shopping websites. Over time, a large number of sales transaction data and
customer purchase information have been generated, but no useful information has been generated stored in the database.
Therefore, the management and decision-making levels of enterprises try to get useful information from huge and complex data.
With the development of network technology and database, data mining technology has emerged. Nowadays, data mining
technology has become one of the most concerned technologies of e-commerce. It can select appropriate data mining methods
according to the characteristics of commodities, carry out effective statistical analysis and decision support for data, predict and
analyze future market trends, greatly improve the business intelligence analysis of e-commerce enterprises, and make enterprises
have greater advantages in market competition. This paper explains some important methods related to data mining and
designs a data mining system. One of the systems can help e-commerce decision-makers analyze and predict data. Through
experiments, it is concluded that the average absolute percentage errors of prediction data are 8.6% and 5.3%, respectively, with
small errors and high accuracy. Second, make better recommendations for users. After investigation and analysis, the highest

satisfaction has increased by 25% after using the system.

1. Introduction

1.1. Background. Data mining can analyze a large number of
data stored in enterprises to find different customers or mar-
ket divisions and analyze consumers’ preferences and behav-
iors. It is of great significance for e-commerce enterprises
engaged in online transactions. In recent years, with the
rapid development of e-commerce in China, it is more and
more favored by people for its convenience, interactivity,
and efficiency. Therefore, many enterprises use various
resources to establish and improve their own e-commerce
platform to meet the needs of the market and maximize
profits [1]. Data mining came into being. The term knowl-
edge discovery first appeared at the 11th International Con-
ference on artificial intelligence. Now, this technology is well
known by more and more people. Its development has also
been recognized by the society. It has been applied to many
fields of society and achieved certain results. In order to

meet the needs of society, many companies have developed
new data mining products. The emergence of these products
makes the use of data mining technology more and more
widely. It can be seen in many fields, and its application
has also achieved good results.

1.2. Significance. The use value of data mining technology is
very high and extensive. It is mainly used in the fields that
are easy to produce a large amount of data and have the
necessity of deep mining, such as banking, finance, commu-
nication, aviation, and government; these fields also have a
common feature that it is necessary to predict the future
development trend and market prospect of enterprises.
Today, we will explain the application of e-commerce enter-
prises. Today’s transactions are greatly transferred from off-
line to online, so there are many e-commerce companies.
Now these e-commerce enterprises have many problems,
such as the hidden customer value mining is not enough.
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Data mining technology can extract a large amount of data
for analysis, provide users with customer preferences and
needs, and help users mine customer value [2]. Now many
enterprises have adopted big data mining to more accurately
grasp and meet the needs of customers by analyzing data
information. Therefore, in recent years, many e-commerce
companies have adopted data mining technology to deal
with these huge amounts of data with high-value informa-

tion. All these bring convenience and comfort to people’s
life.

1.3. Related Work. Data mining technology is the product of
the information age. Many scholars have carried out relevant
research on it to promote the development of industry tech-
nology. Zhou et al. proposed a big data mining method
based on particle swarm optimization (PSO) back propaga-
tion (BP) neural network for financial risk management of
commercial banks deploying the Internet of Things. This
method uses Apache spark and Hadoop HDES technology
to build a nonlinear parallel optimization model on the data
sets of on balance sheet items and off balance sheet items.
The experimental results show that the parallel risk manage-
ment model has fast convergence speed, strong prediction
ability, and good performance in screening default behavior
[3]. Yan et al. proposed a new multimedia big data mining
system based on MapReduce framework to find the negative
correlation between semantic concept mining and retrieval.
This multimedia big data mining system consists of a big
data processing platform with Mesos for efficient resource
management and Cassandra for processing data across mul-
tiple data centers, but this system is difficult to use and lacks
practicability [4]. In order to protect sensitive information in
mining data, Xu et al. propose a method to organize various
ongoing work, classify protection methods with rampart
framework, and encourage interdisciplinary solutions to
solve more and more privacy problems found from data.
This method is very humanized, but it is lack of practicality
[5]. Hu and Tan proposed a big data processing model from
the perspective of data mining. This data-driven model
involves demand driven aggregation, mining and analysis
of information sources, user interest modeling, and security
and privacy considerations, but the research lacks some
detailed design and introduction [6]. Batran et al. propose
a method based on mature technology to extract the start
end (OD) journey from the original CDR data of mobile
phone users and process the data to capture the mobility
of these users. Then, the travel map, scenic spot map, and
OD matrix of the study area are generated, which can be
used for urban and transportation planning. The proposed
method and research prove that mining big data sources
can infer the temporal and spatial flow of people in cities
and understand their flow patterns, which is valuable infor-
mation for urban planning. This method analyzes people’s
travel big data through data mining, which is a reference
for the design of data mining system in this paper. The stiff-
ness method is complex and difficult to operate [7]. Atta-ur-
Rahman proposed the research on data mining technology
of teacher evaluation data organization survey, including
data drilling, data cleaning, data fusion, data dimension,
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analysis, visualization, and prediction. This technology will
help administrators take the necessary steps to guide/consult
staff and thank those who have performed well. The data has
been entered into a database file with an appropriate
schema. The system will help managers find out various
results immediately without any problems [8]. Jha et al.
introduced the literature review, including the importance,
challenges, and application of big data in various fields, as
well as different methods of big data analysis using data min-
ing technology. The results of this review provide
researchers with relevant information about the main trends
of big data research and analysis using different analysis
fields [9]. Cong applies data mining and optimized neural
network to big data inventory forecasting. Data mining
allows extract useful information from huge data sets, while
neural network can predict the future trend of large data-
bases [10]. Therefore, the combination of these two technol-
ogies can achieve very reliable and powerful prediction. Das
et al. try to make better prediction results for complex stock
markets, but the operability of this method is not strong [11].

1.4. Innovation. The innovations of this paper are as follows:
(1) this paper introduces the related technologies of data
mining and the application methods in e-commerce system
in detail, including data mining technology, data warehouse
technology, e-commerce recommendation system technol-
ogy, and association rules. (2) Combined with personalized
e-commerce recommendation and sales data analysis and
prediction, a system is designed to bring better user experi-
ence to consumers and help managers make decisions.

2. Application Methods of Big Data Mining in
E-Commerce Enterprises

2.1. Data Mining-Related Technologies

2.1.1. Data Mining Technology. Data mining means the pro-
cess of extracting useful information and knowledge from
huge, incomplete, and messy information and then trans-
forming the extracted knowledge into definitions, models,
laws, and other forms. No matter in which field, the applica-
tion of data mining is generally divided into three stages, as
shown in Figure 1 [12].

The first stage is data preparation stage, which includes
data selection and data preprocessing. The second stage is
the stage of selecting algorithm and implementation of data
mining and selecting algorithm according to the type of data
function and data characteristics. The third stage is the per-
formance and interpretation stage of the results, which inter-
prets and evaluates the results of data mining and
transforms them into knowledge that can be understood by
users [13].

2.1.2. Data Warehouse Technology. With the wide applica-
tion of information systems and the fierce competition in
the market, people are no longer satisfied with the simple
transaction processing of computers but need valuable infor-
mation to guide managers to make correct decisions.
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FiGure 1: Data mining process.

However, the traditional database cannot meet such needs.
At this time, a technology that can transform the routine
data in the information system into commercially valuable
and meaningful information is needed. Then, data ware-
house technology is meeting this need. The characteristics
of data warehouse are subject oriented, integrated, stable,
and time-varying [14].

The physical structure of data warehouse usually uses
relational database with star structure. The logical structure
is divided into the nearest basic data layer, historical data
layer, and general data layer. As shown in Figure 2, the struc-
ture is divided into five layers [15].

As can be seen from the figure, the five layers of data
warehouse system structure are high comprehensive level,
light comprehensive level, data mart, current detail level,
and early detail level.

2.1.3. Time Series Data Mining. Time series mining is an
important research field of data mining. Its role is to analyze
and extract useful time-related information from a large
number of time series data and make short-term, medium-
term, and long-term prediction. It mainly analyzes historical
data and records, defines inherent laws, and completes tasks
such as predicting future tendencies and actions. Figure 3 is
the basic flow of time series data mining [16].

Time series data mining methods can also be divided
into many types, including trend prediction method, expo-
nential smoothing method, weighted moving average
method, moving average method, and seasonal trend predic-
tion method; here, the seasonal exponential smoothing
method is mainly introduced [17].

(1) Seasonal Exponential Smoothing Method. The main idea
of seasonal exponential smoothing method is as follows:
first, establish the tendency equation. Next, investigate the
impact of seasons, that is, investigate the impact of seasonal
changes on predictors. Finally, combined with seasonal

influence factors and tendency equation, a prediction model
describing the development law of total time series is
obtained. This method can effectively predict the time series
of trend and seasonal tendency. The specific steps are as fol-
lows: [ represents the cycle length, and x,, x, --- x; represent
the value of the first cycle. The formula for calculating the
average value of each cycle is as follows [18]:

! 21
in, vy = Z X;. (1)
i=1

i=i+1
The seasonal exponential smoothing method calculates
the average increment C and initial exponential smoothing
value D of each cycle in the two cycles as follows:

V=

~— =
—~ —

- -1
C:VZIVI,D:TC+VZ. (2)

Calculate the seasonal factor s for the first two cycles as
follows:

First cycle:

2x,

S = "1
Yo 2w —1-1+2m

(t=m=1,2,3--). (3)

Second cycle:

Szle(vz—mz_zm)(t=l+m=l+1,l+2,---). (4)

Calculate the seasonal factor §' of each period in the first
two cycles as follows:

S,.1+ S,
2

S = (n=1+1,1+2,--2I). (5)
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FIGURE 3: Flow chart of time series data mining.

The normalization of seasonal factors is to calculate the
sum of L seasonal factors first, as shown below:

21
b= YS. (6)
i=l+1

Then, calculate the normalized seasonal factor S,,:

S,= . (7)

n

Predict the third cycle, as shown in the formula [19]:
Stm = (D +mC)S_ 14 (8)
This method is suitable for selling goods with obvious

seasonality, such as clothing and fruits, and helps e-
commerce enterprises make decisions in different periods.

2.2. Key Technologies of E-Commerce Recommendation
System Based on Data Mining

2.2.1. Classical Algorithm of Recommendation System. Rec-
ommendation algorithm is a comprehensive science, includ-
ing several disciplines: cognitive science, approximation
theory, information retrieval, prediction theory, manage-
ment science, and marketing. The structure of the system
is shown in Figure 4 [20].

The specific form of the recommended problem can be
described in mathematical language: let a be all users and s
be the synthesis of items. Many items can be recommended,
such as food, books, novels, and games. The number of items
in space s can be very large, ranging from hundreds of thou-
sands to millions. Things such as books and CDS can reach
millions. Similarly, in some application scenarios, the num-
ber of users can reach millions. Let p be the scoring function
of user a for item s, and the mapping relationship is as fol-
lows [21]:

P:AxS—R, (9)

where R is a fully ordered set (a nonnegative integer or
real number within a certain range of values). Then, accord-
ing to the function u, we select the highest rated item s€ S
for each user a € A and recommend it to the user.

In the recommendation system, scoring is usually used
to describe the user’s favorite degree. For example, after
watching the film “Changjin Lake,” Pratama et al. gave the
film 9 points, with a total score of 10. According to the above
definition, u function can be any function. In the normal
application environment, u can generally be a user-defined
scoring function [22].

2.2.2. Content-Based Recommendation Algorithm. In the
prediction function U (C, s) of content-based recommenda-
tion method, when estimating the score of user C on item s,
it is mainly based on the user’s previous score in similar
items of S. For example, in food recommendation, the
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FIGURE 4: Flow chart of e-commerce recommendation system.

content-based recommendation algorithm analyzes that the
restaurant users have visited or commented on and then rec-
ommends those restaurants with these same characteristics
to users [23].

The most commonly used method to calculate the
weight of keywords in the field of information retrieval is
TEF-IDF scale, that is, the value of keyword frequency/inverse
document frequency. The specific definitions are as follows:
n is the total number of items that can be recommended to
users, and the keyword K| has appeared in item n;. In addi-
tion, f;; indicates the number of times the secondary key-
word K; appears in file d;. Then, F;; represents the
occurrence frequency of the keyword K; in d;, which is
defined as [24]:

= L (10)
mafoZJ
f.,; is the most frequent keyword among all keywords
appearing in document d;. However, many keywords in

the text information of articles are not representative. There-
fore, when calculating the representativeness of keywords, it
is often necessary to combine the reciprocal of document
frequency (IDF) and simple keyword frequency (TF) to
jointly calculate the weight of keywords. For keyword K.,

the reciprocal of document frequency is calculated as fol-
lows:

N
IDF, =log —. (11)
n.

1

Then, the TF-IDF weight of keyword K i in file dj is cal-
culated as follows [25]:

w;; = TF,;  IDF,. (12)

The content of dj in the document is similar to the
definition.

As mentioned earlier, what the recommendation system
recommends to the user is often very similar to what he has
purchased or evaluated before. Therefore, the recommenda-
tion system needs to compare the items with the items that
the previous user has beaten too much and then select the
items that are most similar to the items that the previous
user likes for recommendation. Further analysis, we can
define content-based profile (c) to represent the preferences
and interests of user C. The content-based profile (¢) can be
obtained by analyzing the keyword information of items
with high user scores. A more general method, the content-
based profile (c), can be expressed as a weight vector based
on the content of the item, where each weight wg, repre-
sents the weight of the keyword k; when representing the
characteristics of user C. In content-based recommendation
system, u (C, s) is usually defined as [26]:

u(c, s) = score(ContentBased Profile(c), Content(s)). (13)

When the above method is applied to the web page rec-
ommendation system, we can take the web page URL
address and web page news message as the text information
of the article. The user’s content-based profile (c) and the
text information of the item s can be represented by the
weight vectors w, and wg of the TF-IDF of the keyword.
The function usually calculates the cosine similarity of the
weight vectors w, and wy:

k
Yic1 w; W

(wc’ wS) = k P .
\/Zizlwiz,s\/Zz':lwlz,c

K in the formula represents the total number of key-
words in the system.

In addition to the traditional information retrieval
methods above, content-based recommendation system will
also use some statistical learning methods, such as Bayesian
classifier. These machine learning methods are essentially
different from the traditional heuristic information retrieval
methods. These machine learning methods do not use heu-
ristic formulas to predict the similarity between the

u(c, s) = cos (14)



characteristics of items and users, such as cosine similarity
measurement, but use statistical learning and machine learn-
ing methods to establish a prediction model based on histor-
ical data. It uses a simple Bayesian classifier to judge whether
the web pages containing kk, --- k,, keywords belong to a
specific category C, (specifically, it can refer to how much
users like this web page) [27].

P(C, |k, &---&k,). (15)

In addition, when using naive Bayes for classification, we
assume that the keywords of documents are independent of
each other, so the above formula can be transformed into:

P(C) [T P(k,IC)- (16)

The classification accuracy of naive Bayesian classifier is
still high. According to formula (16), we calculate the prob-
ability that each page belongs to a category and then classify
the web page into the category with the greatest probability.

2.3. Association Rules Based on Data Mining

2.3.1. Basic Concepts of Association Rules. Relevant rules are
to investigate the internal relationship between items and
find out the relationship between various transactions. For
example, whether people who buy ice cream buy a cone at
the same time; another example is whether people who
buy toothbrushes buy toothpaste at the same time. This
method is to study the relationship between goods pur-
chased by consumers, which is beneficial to businesses to
optimize the layout of goods. The processing object of asso-
ciation rules is composed of transaction T, roommate iden-
tifier (TID), and item set X. Suppose J is the full name of n
items, J = {i, i, ..i,.}. Transaction T € J, item level X € J.
There are two basic criteria for measuring association rules,
as follows [28]:

(1) Rule Confidence. This is a simple measurement rule that
represents the probability that both transactions will occur.
It means that the probability of event B when event a occurs.

_ [T(AnB)|
Comn= "z (17)

If the result is relatively large, it means that when event A
occurs, the probability of event B is large, and the correlation
between events A and B is large.

(2) Rule Support. This is a simple measure of the universality
of association rules, indicating the probability of simulta-
neous occurrence of items A and B. The formula is as fol-
lows:

_|T(AnB)|
Spn= (18)

2.3.2. Apriori Algorithm. Apriori algorithm is the most com-
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mon and classic algorithm in correlation rule mining algo-
rithm, which is widely used. This is a phased investigation
and iterative process. Each investigation will scan the trans-
action database. Generating frequent item sets and generat-
ing simple correlation rules based on frequent item sets are
two main parts of Apriori algorithm. Figure 5 shows the
basic flow of Apriori algorithm [29].

The reason why frequent item sets are generated means
that the support of item set C of project x is greater than
or equal to the minimum support set by the user.

3. Test and Analysis
3.1. Design of Data Mining System

3.1.1. System Requirement Analysis. With the rapid develop-
ment of e-commerce, the platform system has a lot of supply
and demand information, but consumers often receive too
much information to make correct purchase decisions.
Therefore, the system needs to establish a mechanism to
help consumers make choices. On the other hand, suppliers
can make correct marketing decisions by analyzing product
sales data and customer purchase patterns. Moreover, the
system also has practical requirements for personalized rec-
ommendation and information disclosure. Therefore, the
main goal of system mining system design is to enable cus-
tomers to choose the required products and provide sup-
pliers with correct marketing decision consultation.

3.1.2. System Structure Design

(1) Statistical Analysis for Decision-Makers. The structure of
this part of the system is mainly divided into three levels:
first, extract the data in the database, external-related data,
and enterprise documents in the e-commerce system; con-
vert them into organized data and put them into the data
warehouse, and then establish a subject oriented data set
according to the needs; secondly, using time series data min-
ing technology and seasonal exponential smoothing method,
the sales volume of goods is predicted; finally, the analysis
results are displayed on the client through charts or other
methods for reference and selection by business decision-
makers. The specific structure is shown in Figure 6.

(2) Consumer Facing Recommendation System. This section
contains six modules. The user information management
module is mainly used to manage user information. The user
retrieval module is used to provide users with some product
retrieval functions. The user feedback module is used to pro-
vide users with feedback on the products recommended by
the e-commerce recommendation system. The product
information management module mainly provides a page
for managers to input product information and display
product information to customers. The recommendation
module generates a recommendation list according to user
preferences. The recommendation result fusion module
combines the recommendation lists generated by the three
recommendation algorithms to generate the best recommen-
dation list. This part uses the recommendation system algo-
rithm to design.
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3.1.3. System Function Design. The main functions of the
system are divided into four subsystems, which are intro-
duced as follows: the regular business subsystem mainly
includes order entry, modification, query, return, exchange,
and other operations of commodities in the e-commerce sys-
tem. The comprehensive query subsystem mainly realizes
the comprehensive query of customer management, inven-
tory management, print management, and supplier manage-
ment. The result display subsystem is divided into report
making and statistical drawing, and the final results are visu-
ally displayed to users in the form of reports and graphics.
The business analysis subsystem is a comprehensive system,
including data warehouse, prediction subsystem, and pur-
chase analysis subsystem. The prediction subsystem uses
the improved seasonal index smoothing method to predict;
that is, the best prediction factor combined with the time
series index smoothing method is used to predict the sales
volume of goods according to the sales data over the years,
analyze the trend of historical sales data, and visually display
it to users in the form of charts. The purchase analysis sub-
system calculates the purchase quantity of future commodi-
ties according to the prediction results, which is convenient
for coordinating the distribution of enterprise funds.

3.1.4. Network System Logic Design. The e-commerce plat-
form is interconnected with the open network, so it is vul-
nerable to attack from the outside. In order to improve the
security of the system, the website adopts the method of
deploying application services in the application server and
website data in the database server. At the same time, IDS
is deployed in the network for intrusion detection and pro-
tection; firewall is deployed to ensure the security of the
website. Figure 7 is the schematic diagram of system

topology:

3.1.5. Database Design. The e-commerce platform system
needs to dynamically add a large number of customer trans-
action information at any time and save a large number of
customer registration information. Through the analysis of
e-commerce system, we have established three subfunctional
modules of system member analysis, prediction, and recom-
mendation and system commodity analysis for the data
mining system based on e-commerce. The background data-
base includes five important tables: customer information
table, order information table, and commodity information
table. The specific design is shown in Tables 1-3.

3.2. Implementation and Analysis of Data Mining System.
After the system is put into use, data is extracted from the
database as needed, including sales data, sales data of goods;
including time, place, sales volume, sales volume, and other
information; commodity data, detailed information of com-
modities; including commodity name, category, price, sales
quantity, and other detailed data describing commodities;
time data, the time when the item was sold. Then, according
to the system designed above, the sales volume of goods is
estimated. This experiment is based on the data of a clothing
store on Taobao.

3.2.1. Sales Forecast Results and Analysis. This experiment
selects three years of historical data to analyze, so as to pre-
dict the sales data of the fourth year, and then compares it
with the real data of the fourth year to judge the accuracy
of the system’s calculated data. The following are the pre-
dicted sales results and the real data of each year based on
the sales data over the years. First, the sales data of shirts
are shown in Figure 8.

Then there is the sales data of T-shirt products, as shown
in Figure 9.

From the above shirt and T-shirt sales data, it can be
seen that the predicted sales volume in the fourth year is
highly coincident with the sales volume curve predicted by
the system, which proves that the prediction of the data is
relatively accurate, but the calculation error using the algo-
rithm is more rigorous. Therefore, the average absolute per-
centage error is used for error analysis, and the average
absolute percentage error of the prediction data is calculated
according to the following formula:

MAPE < |actual value — Estimate]

- x 100%. (19)
Estimate

According to the results calculated by the formula, the
average absolute percentage error of shirt prediction data is
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TaBLE 1: Customer information.
Data name Data type Data length Explain
userid Varchar(10) 10 Customer number
Username Varchar(20) 10 Name
Sex char 2 Gender
useraddr rchar(30) 20 Address
Email Varchar(30) 20 E-mail
usertel Varchar(20) 20 Telephone
TaBLE 2: Commodity information.
Data name Data type Data length Explain
Item_id Varchar(20) 24 Item number
Item_name  Varchar(50) 20 Trade name
Stock_qty Float 8 Inventory quantity
Date Datetime 10 Date
Price Float 10 Unit price
TaBLE 3: Order information table.

Data name  Data type  Data length Explain
orderid Varchar(10) 16 Order No
Order_user User 32 Customer information
Type Varchar(10) 10 Order type
Order_date Datetime 10 time
orderzt int 6 Order status
Is_modify char 4 Can it be changed

8.6%, and the average absolute percentage error of T-shirt
prediction data is 5.3%. It can be seen that the error is rela-
tively small, so the prediction accuracy of the system is rela-
tively high, which verifies the rationality of the system
design. Therefore, businesses can predict the sales volume
from next year according to this system, take this as the basis
to purchase goods, make better decisions, and provide better
services for customers.

3.2.2. Recommendation Module Satisfaction Analysis. The
system will recommend the customer according to the items
purchased by the customer. If it is added to the shopping

cart, collection, or purchase, it represents user satisfaction.
If the user chooses not to recommend again or has not
viewed it, it means that the user is not satisfied.

Click in to view the recommended products, but it is not
added to the shopping cart, collection, or purchased. Exper-
iments verify the accuracy of the system, that is, the user’s
satisfaction with the products recommended by the system.
Figure 10 shows the statistical results of consumer satisfac-
tion. The first is the statistical results before the application
of the recommendation system, and the second is the survey
results of satisfaction after the use of the recommendation
system.

It can be seen from the above two figures that with the
increase of the number of respondents, the probability of
consumer satisfaction is gradually increasing and the dissat-
isfaction is gradually decreasing, but the decline and increase
are small before using the recommendation system. After
using the recommendation system, not only the probability
of satisfaction is higher than before but also the probability
of consumer satisfaction is greatly increased with the
increase of the number of respondents; the maximum value
can be increased to 37.2%, which is 25% higher than the
maximum value before use. The corresponding dissatisfac-
tion decreased from 24.6% to 11.5% and 13.1% after using
the recommendation system. It can be seen that the recom-
mendation system can greatly increase consumers’ satisfac-
tion and increase consumers’ experience effect.

To sum up, the average absolute percentage error of the
prediction data of the system is relatively small, whether in
the sales prediction of shirts or T-shirts, and consumer satis-
faction has been greatly improved after the use of the system,
which proves that the use effect of the system is good.

4. Discussion

E-commerce enterprises hope that enterprises can obtain
economic benefits by improving services, take data mining
method as a means of e-commerce application, track and
analyze users’ preferences, and realize personalization. Data
mining can combine the knowledge of database, artificial
intelligence, statistics, and other fields to sort out, summa-
rize and mine the huge transaction data of e-commerce,
extract the potentially useful information and knowledge
that people do not know in advance, help enterprises make
decision analysis, guide business action, and provide more
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valuable services for customers. Data mining is very impor- ~ China, it is not as advanced as foreign technology in many

tant for the development of modern enterprises in the era of ~ aspects. Its development is relatively slow and has not
e-commerce. Due to the late start of this technology in  formed the form of collectivization. However, with the
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development of this technology in China, data mining tech-
nology began to receive enough attention, and many
scholars and operators began to focus on this research.

5. Conclusions

This paper introduces the related concepts and background
of data mining. It can be seen that it develops very rapidly
and is widely used and introduces the methods related to
data mining and uses some of them to design an e-
commerce system based on data mining, so as to help
decision-makers make decisions and better recommend
products for consumers. The details are as follows: (1) ana-
lyzes the needs of system users from the perspectives of
decision-makers and consumers. (2) The seasonal exponen-
tial smoothing method is used to design the systematic anal-
ysis and prediction data plate. Using the sales data of three
years to predict the sales data of the fourth year and then
comparing with the real data of the fourth year, the average
absolute percentage errors of shirts and T-shirts are 8.6%
and 5.3%, respectively, which proves that the accuracy of
the system is high. (3) The consumer recommendation sec-
tion is designed by using the system recommendation algo-
rithm, and the satisfaction survey is carried out. The
results show that the satisfaction has been greatly improved,
the maximum value of satisfaction probability has been
increased by 25%, and the maximum value of dissatisfaction
probability has been reduced by 13.1%.
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